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Why Do We Need 
Explainable LM? 
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LLM Blackbox:
Cannot Update Them
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LLM Blackbox:
Confabulation (Hallucination)
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Aside: LLMs confabulate not hallucinate

Beren’s Blog: https://www.beren.io/2023-03-19-LLMs-confabulate-not-hallucinate/

Confabulation is a neuropsychiatric disorder 
wherein a patient generates a false memory 
without the intention of deceit.
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LLM Blackbox:
Performance & Improvement

Case study:
Temporal Information 
Extraction

Yuan et al., 2023. Zero-shot Temporal Relation Extraction with ChatGPT 9



Background: Artificial Neural Networks

Artificial neural networks (ANNs) were (kind of) inspired from neurobiology 
(Widrow and Hoff, 1960).

Each neuron calculates a weighted sum 
of its inputs and compares this to a 
threshold, τ. If the sum exceeds the 
threshold, the neuron fires.

Artificial Neuron

g()

activationInputs: activations
      from adjacent 
neurons, each 
weighted by a 
parameter      .

g():
if x>τ: s = 1
else: s=0. 

sigmoid, relu…
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Background: Artificial Neural Networks

Viz from: A Guide for Using Deep Learning for Complex Trait Genomic Prediction.

multi-layer perceptron, MLPs:
Stack neurons into layers of 
perceptron.

Basic image 
classification:
Each pixel as 
an input.
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Background: Neural Language Models

Harder for NLP – there are so many words!

Oxford English Dictionary estimates that there are 
around 170,000 words. 

The classical approach is to uniquely assign each word 
with an index in D-dimensional vectors (‘one-hot’ 
representation). No system can handle that.

We need to create a dense word representation.
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Background: Neural Language Models

"You shall know a word by the company it keeps." — J.R. Firth (1957)

Language Modelling
(Shannon, 1951; Jelinek, 1976):

● Gather a large quantity of text.
● Hide some part of the text.
● Let a neural model complete 

the sentence.
● Repeat.

Don't throw the baby out with the ___

P( w8=bathwater | w7=the, w6=with …)
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Background: Transformers

The foundation behind all current major LLMs. 
ELMo, BERT, GPT-2,3,4, T5, LLaMA…

An transformer block:

● A multi-head attention module.
● An MLP (feed forward) module.
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“LM are linguistic 
subjects — sequence 

probabilities are 
reliable grammaticality 

judgements.”

“Vestiges of 
syntactic tree 

structures are in 
LM’s vector space 

(embeddings).”

“BERT Rediscovered 
the Classical NLP 

Pipeline.”

“Knowledge are 
located within the 

MLP neurons.”

Language acquisition, 
nature of grammar…

Semantics

Syntax

Surface

The capital of 
Canada is Ottawa.

Transformer 
MLP weights:

LM as a whole Layer level Neuron level



Syntax vs. Probability

— Syntactic Structures, Chomsky (1957).

“I think we are forced to conclude that... probabilistic 
models give no particular insight into some of the 

basic problems of syntactic structure.”
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Syntax vs. Probability (Chomsky, 1957)

Colorless green ideas sleep furiously

Furiously sleep ideas green colorless
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Syntax vs. Probability (Pereira, 2001)

Colorless green ideas sleep furiously
(-40.44514457)

Furiously sleep ideas green colorless
(-51.41419769)

19



(-39.5588693)
Colorless sleep green ideas furiously
Colorless ideas furiously green sleep
Colorless sleep furiously green ideas

Colorless green ideas sleep furiously
(-40.44514457)

Furiously sleep ideas green colorless
(-51.41419769)

Green furiously colorless ideas sleep
Green ideas sleep colorless furiously

(-51.69151925)
Jingcheng Niu and Gerald Penn, Grammaticality and Language Modelling. EMNLP 2020 Eval4NLP Workshop. 20



CGISF too small? (120 sentences)
CoLA (Warstadt et al., 2019)

10,657 (English) examples taken from linguistics papers.

LSTM LM + threshold:
• 65.2% In-domain Accuracy
• 71.1% Out-of-domain Accuracy
Not bad?

But, roughly 71% of their test set are labelled 
positively.
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Grammaticality vs. Probability:

22

Accuracy isn’t the most suitable measure. PBC is a better way to go!

100% accuracy
0.25 PBC

100% accuracy
0.73 PBC

Hu et al. (2020):

Point-Biserial Correlations:

● An extension of Pearson’s correlation.
● Correlation between a binary variable and a continuous 

variable.
● Grammaticality taken to be a binary variable (yes/no). 
● The probability produced by a language model for a string 

of words is continuous.
● Point-biserial correlations:



Grammaticality vs. Probability:

23

Accuracy isn’t the most suitable measure. PBC is a better way to go!

100% accuracy
0.25 PBC

100% accuracy
0.73 PBC

Hu et al. (2020):



What about GPT?
NLP is already “killed” by LLMs, right?

24

https://www.zhihu.com/question/588901178/answer/2941
971003

https://www.zhihu.com/question/588901178/answer/2941971003
https://www.zhihu.com/question/588901178/answer/2941971003


Wrong!

● Should conclusions about grammaticality be based upon scientific 
experimentation or self-congratulatory PR stunts?

● People are very good at attributing interpretations to natural phenomena 
that defy interpretation.
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Issues with Previous Interpretation Methods: 
Pseudo-psycholinguistic Appeals to Cognitive Science
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Airplanes are inspired by birds, but no airplane flap their wings!
We don’t need to explain how LMs work using human anatomy.



Wu et al.: “Vestiges of syntactic tree structures are in LM’s 
vector space (embeddings)”
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Wu et al.: Perturbed Masking
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Impact of token xi on token xj:

Follow social media transitions on Capitol Hill.
  xi                        xj

[MASK] social media transitions on Capitol Hill.
     Hi                          

[MASK] social media [MASK] on Capitol Hill.
  Hi’

Impact = Euclidean distance(Hi, Hi’)



Evidence?

30

Wu et al.’s method only marginally outperformed a trivial 
right-branching baseline! 

Wu et al.’s trees are more similar to Right-Branching Trees 
rather than Constituency Trees.

buffalo

buffalo

buffalo

buffalo

buffalo

buffalo

buffalo buffalo
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Roark-Hollingshead Conjecture
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Roark-Hollingshead Conjecture
 ●  

 



Roark-Hollingshead Conjecture
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[Roark & Hollingshead, 2008] 
Q: How much of this does this 
preserve?

[Niu et al., 2022] 
A: All of it!
(except labels, tree must be binarized)

Very cool, because this is a “local” 
statistic.
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“LM are linguistic 
subjects — sequence 

probabilities are 
reliable grammaticality 

judgements.”

“Vestiges of 
syntactic tree 

structures are in 
LM’s vector space 

(embeddings).”

“BERT Rediscovered 
the Classical NLP 

Pipeline.”

“Knowledge are 
located within the 

MLP neurons.”

Language acquisition, 
nature of grammar…

Semantics

Syntax

Surface

The capital of 
Canada is Ottawa.

Transformer 
MLP weights:

LM as a whole Layer level Neuron level



37

Where are those information
(for BERT)?

“Surface information at the bottom, 
syntactic information in the middle, 
semantic information at the top.”

Jawahar et al. (2019)
“It appears that basic syntactic 
information appears earlier in the 
network, while high-level semantic 
information appears at higher layers.”

Tenney et al. (2019)

Semantic

Syntactic

Surface



“BERT Rediscovers the Classical NLP 
Pipeline”

Tenney et al. (2019)
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“BERT Rediscovers the Classical NLP 
Pipeline”

Tenney et al. (2019)
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Is J&T's evidence 
strong enough?

Jawahar et al. (2019): 
Performance-based probe
Tenney et al. (2019): 
Attention-based probe
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Performance-based: Jawahar et al. (2019) Probing Result
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Jawahar et al. (2019)
Probing Result

Maximum 
delta is only 

0.5%!
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Jawahar et al. (2019) Probing Result
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Kendall’s τ

τ ( ) = 0.596

τ ( ) = 0.269

SemanticSyntacticSurface
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Limitation of Tenney et al.’s (2019) 
Architecture 

● Tenney et al. used the same set of 
scalar attention weights for every 
input sentence: cannot capture 
variance of attention patterns 
across sentences.

● The probe examines one (or two) 
span representations: cannot 
observe task knowledge across 
token positions.
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SOLUTION
Token attention Pooling
(Lee et al., 2017):



GridLoc Probe
● Token Position
● Layer
● Randomness & 

Training
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Token position attention:
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● Token Position
● Layer
● Randomness & 

Training

GridLoc Probe



GridLoc ProbeLayer attention:
● Token 

Position
● Layer
● Randomnes

s & Training
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Layers Alone do Not Rediscover the CNLP

syntactic + semantic
49

τ (  ) = 0.134



Layer Variance across Sentences

First 3 sentences of the Bigram Shift task test split.

Same GridLoc probe model at the same epoch.

Very different layer attention weights.
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Layer Variance across Random Seeds

Distribution of the best-performing layer over the 
Bigram Shift test set sentences for two probing runs 
with different random seeds.
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Probe results are 
not immune to 

random initialization 
effects! Seed: 0, Best Epoch: 7 Seed: 1, Best Epoch: 8



Layer Variance through Training Time

Average layer attention weight 
distribution change through training 
iteration.

(SOMO, seed:0, best epoch: 3)
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Consistently Idiosyncratic Token Positions
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For most sentences, the token position attention at every layer attends to the same token, 
hence the bright vertical line.
The choice of that token position is not arbitrary — there are linguistic reasons for them.



54
Sentence Length

(sent id: 109992)
Word Content

(sent id: 
110004)

Tense
(sent id: 110010)

Attention weights normalised for layers.
Each column (token position) sums up to 1.

Consistently Idiosyncratic Token Positions
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“LM are linguistic 
subjects — sequence 

probabilities are 
reliable grammaticality 

judgements.”
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syntactic tree 

structures are in 
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The Knowledge Neuron Thesis

Add & Norm

Feed Forward
MLP

Multi-Head
Attention

Add & Norm

Transformer Key-value memory



The Knowledge Neuron Thesis:
“Knowledge is stored in the MLP modules.”

Feed Forward
MLP

“Ottawa”

Prompt: The capital 
of Canada is

Activation

key

value



The Knowledge Neuron Thesis:
“Knowledge is stored in the MLP modules.”

Feed Forward
MLP

“Ottawa”

Prompt: The capital 
of Canada is

Activation

Knowledge Neurons

key

value



Dai et al. (2022): Erasing the Knowledge Neurons can 
Alter the Model’s Behaviour

Feed Forward
MLP

“Ottawa”

Prompt: The capital 
of Canada is

Activation

Erasing the Knowledge 
Neurons

(setting activations to 0)

key

value



Dai et al. (2022): Erasing the Knowledge Neurons can 
Alter the Model’s Behaviour

Feed Forward
MLP

?????

Prompt: The capital 
of Canada is

Activation

Erasing the Knowledge 
Neurons

(setting activations to 0)

key

Model output



Finding the Knowledge with Influential Analysis

61

TLDR: We changed the neuron’s activation by a small amount, and see how 
that affect the output.



Finding the Plural KNs and the Singular KNs

Some dog stunned [MASK] committee.
                                  this

Craig had cared for [MASK] dancer.
                                   that

Tracy passed [MASK] art galleries.
                        these

Most children return to [MASK] senators.
                                       those

…

Calculate the Neuron Attribution Score for these prompts:
Determiners: this, that, these, those

Niu et al. (2024)
What does the knowledge 
neuron thesis have to do 
with knowledge?
ICLR 2024 (Spotlight)





Editing the Plural Neuron for Determiner Noun Agreement
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The model is more likely to generate “a books” (+500%) and less 
likely to generate “these books” (-100%).



Editing the Plural Neuron for Determiner Noun Agreement
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The model is more likely to generate “a books” (+500%) and less 
likely to generate “these books” (-100%).



Limitations of KN Edit
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ROME Edit (Meng et al., 2022)
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Not only edit the 
activation values, but 
also patch the second 
level MLP weights.



Issues with ROME

68

ROME is editing token association – not knowledge!
MLP weights stores, at best, complex patterns.
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Huang et al. (2023): 

… Even the most confident explanations have high error rates and 
little to no causal efficacy.

… Finally, we confronted what seem to us to be deep limitations of 
(i) using natural language to explain model behavior and (ii) 

focusing on neurons as the primary unit of analysis.

Huang et al. (2023): 
Rigorously Assessing 
Natural Language 
Explanations of Neurons
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Circuit-based LM Interpretation working progress

● We can find subnetworks (circuits) of LMs that maintain performance 
comparable to the original network when inference in isolation for 
particular tasks. 

● These circuits can be the base unit of understanding LM behaviour.
● We can also control LM’s behaviour by modifying these circuits.

○ Circuit Composition.
○ Circuit Transplant.
○ Circuit Specific Fine-tuning.



Differentiable Masking for Circuit Detection
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● Add a mask (switch) to 
each LM component 
(attention head, MLP 
node, input/output 
node) and connection.

● Train a separate model 
to determine whether 
we turn on or turn off 
the model component 
or connection.



Differentiable Masking for Circuit Detection
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Anaphor gender agreement:
Katherine can't help herself/himself.

● 99% accuracy

● 0.02% of model weights

● 4.64% of connections

Anaphor number agreement:
Susan revealed herself/themselves.

● 98% accuracy

● 0.01% of model weights

● 4.10% of connections
Anaphor gender agreement circuit.



Preliminary Result: Circuit Composition
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AGA Circuit ANA Circuit ANA + AGA Circuit

AGA Data 0.99 0.72 0.99

ANA Data 0.85 0.98 1.00

Determiner Noun 
Agreement Data 0.59 0.52 0.55
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Papers mentioned:
• What does the Knowledge Neuron Thesis Have to do with Knowledge?. JJingcheng Niu, 

Andrew Liu, Zining Zhu and Gerald Penn. ICLR 2024 (spotlight).
• Using Roark-Hollingshead Distance to Probe BERT’s Syntactic Competence. Jingcheng 

Niu, Wenjie Lu, Eric Corlett, and Gerald Penn. BlackboxNLP Workshop @ EMNLP 2022.
• Does BERT Rediscover a Classical NLP Pipeline? Jingcheng Niu, Wenjie Lu, and Gerald 

Penn. COLING 2022.
• Grammaticality and Language Modelling. Jingcheng Niu and Gerald Penn. Eval4NLP 2020 

@ EMNLP 2020.

Thanks!  Especially to:
• Saifei Liao, Andrew Liu, Wenjie Lu, Lei Yu,  

Zining Zhu, Eric Corlett, Gerald Penn.
• Everyone for listening!

Email: niu@cs.toronto.edu
website: https://www.cs.toronto.edu/~niu/ 

mailto:niu@cs.toronto.edu
https://www.cs.toronto.edu/~niu/

