
Understanding 
Language

CSC485/2501
Lecture 6

1



Quiz
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Last lecture: we chose a. What if we didn’t choose a
and chose c instead?

• In the example we saw in the last lecture, we encountered a tie at 
the end of the expanding phase, where both edges a and c have a 
weight of -4. Last time, we chose edge a. What would happen if we 
chose edge c instead? Which edges would be included in the final 
maximum spanning tree?



What does it mean to 
“understand” language?
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The Turing Test
In the first line of your sonnet which reads 
“Shall I compare thee to a summer’s day,” 
would not “a spring day” do as well or 
better?

It wouldn’t scan.

How about “a winter’s day”?  That would 
scan all right.

Yes, but nobody wants to be 
compared to a winter’s day.

Alan Turing, “Computing machinery and intelligence”, Mind, 59, 1950, 433–460.
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Using language is not necessarily 
understanding language.
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ELIZA: A computer psychiatrist 

6Joseph Weizenbaum, Computer Power and Human Reason, W.H. Freeman, 1976.

Men are all alike.

Can you think of a specific example?

Well, my boyfriend made me come here.

In what way?

They’re always bugging us about something or 
the other.

Your boyfriend made you come here.

He says I’m depressed.



ELIZA: A computer psychiatrist

ELIZA Rules:
• (.*) YOU (.*) ME -> WHAT MAKES YOU THINK I \2 YOU

• USER:  You hate me

• ELIZA: WHAT MAKES YOU THINK I HATE YOU

• I (.*) -> You say you \1
• USER:  I know everybody laughed at me

• ELIZA: YOU SAY YOU KNOW EVERYBODY LAUGHED AT YOU

• Sees the word “Everybody” -> WHO IN PARTICULAR ARE YOU 
THINKING OF?
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https://humanornot.so/
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https://humanornot.so/



Levels of Understanding

0. Keyword Processing:
• Limited knowledge of particular words or phrases, or their 

collocations.
• Chatbots (ELIZA).
• Information retrieval.
• Web searching.
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Levels of Understanding

1. Limited linguistic ability:
• Appropriate response to simple, highly constrained sentences.

• Database queries in NL.
“Show all sales staff who exceeded their quota in May.”

• Simple NL interfaces.
“I want to fly from Toronto to Vancouver next Sunday.”
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Levels of Understanding
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E.g., old Siri:



Levels of Understanding

2.  Full text comprehension:
• Understanding multi-sentence text and its relation to the “real 

world”.
• Conversational dialogue.
• Automatic knowledge acquisition
• Machine translation?

3.  Emotional understanding/generation:
• Responding to literature, poetry, humour
• Story narration.
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Levels of Understanding

??.  Full text comprehension:
• Understanding multi-sentence text and its relation to the “real 

world”.
• Conversational dialogue.
• Automatic knowledge acquisition
• Machine translation?

??.  Emotional understanding/generation:
• Responding to literature, poetry, humour
• Story narration.
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Full text comprehension?
…

We are still not there yet.
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Levels of linguistic structure and analysis

•Phonology
• The sound system of a language.

•Morphology
• The minimal meaningful units of language (root of a 

word; suffixes and prefixes), and how they combine.
• Lexicon

• The semantic and syntactic properties of words.
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Levels of linguistic structure and analysis

•Syntax
• The means of expressing meaning: how words can 

combine, and in what order.
•Semantics

• The meaning of a sentence (a logical statement?).
•Pragmatics

• The use of a sentence: pronominal referents; 
intentions; multi-sentence structure.
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“Building blocks” of CL systems

• Language interpretation + language generation =
machine translation?
• Part-of-speech (PoS) tagging.
• Parsing and grammars.
• Reference resolution.
• Dialogue management.

• These are better thought of as functional units now rather 
than as modular components of modern NLP 
architectures.
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Natural Language Interpretation
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Does Flight 207 serve lunch?

YNQ ( ∃e  SERVING(e) ∧ SERVER(e, flight-207) 

∧ SERVED(e, lunch) )

A.k.a. Natural Language Understanding (NLU)



Natural Language Generation
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Sally sprayed paint onto the wall.

(spray-1  (OBJECT  paint-1)

(PATH (path-1 

(DESTINATION wall-1))))

(CAUSER sally-1)



Machine translation

• History lesson: the Vauquois triangle (1968).
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Czech string English string

Parsing/interp Generation

Language independent
semantic representation

(Vauquois)



Machine Translation
• History lesson: the Vauquois triangle (1968).
• Current systems based purely on statistical associations and 

lexical semantic embeddings.
• Getting incrementally better as they learn from more data.
• Probably more emergent knowledge of linguistics in there than we 

give them credit for, but it’s awfully difficult for us to extract it.
• Future: MT with LLMs?

Flexibility

26Lyu et al. A Paradigm Shift: The Future of Machine Translation Lies 
with Large Language Models. COLING-LREC 2024.
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http://www.duchcov.cz/gymnazium/
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http://www.duchcov.cz/gymnazium/ Translated by Google Translate, 14 July 2008
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http://gymdux.sokolici.eu/index.php/informace/historie-koly  
Translated by Google Translate, 3 August 2010.
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http://www.gspsd.cz/historie/historie-skoly  
Translated by Google Translate, 26 May 2014.
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https://www.gspsd.cz/index.php?type=Post&id=256&ids=249 
Translated by Google Translate, 5th September 2019.
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https://www.gspsd.cz/index.php?type=Post&id=256&ids=249 
Translated by Google Translate, 5th September 2019.

https://www.gspsd.cz/index.php?type=Post&id=256&ids=249 
Translated by Google Translate, 16th September 2024.
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Interactive
Translation
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Multi-Modal
Translation



Approaches to NLU
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Czech string English string

Parsing/interp Generation

Language independent
semantic representation

Rule-based,
symbolic

Statistical models,
Typically: neural

BERT:
Pretrain-finetune 

paradigm

LLM:
The future?



Information Extraction
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“Bridgestone Sports Co. said Friday it has set up a joint venture in Taiwan with a local 
concern and a Japanese trading house to produce golf clubs to be shipped to Japan. The 
joint venture, Bridgestone Sports Taiwan Co., capitalized at 20 million new Taiwan dollars, 
will start production in January 1990.”

Activity-1: Company: Bridgestone Sports Taiwan Co.

Product: golf clubs

Start date: January 1990

Tie-up-1: Relation: Tie-up

Entities: Bridgestone Sports Co.

a local concern

a Japanese trading house

Joint venture: Bridgestone Sports Taiwan Co.

Activity: Activity-1

Amount: NT $ 20,000,000



LLM has Killed NLP, Right?
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Wei et al., 2024. Are LLMs Good Annotators for Discourse-level Event Relation Extraction?
https://arxiv.org/pdf/2407.19568 

RoBERTabase
125 million params
• Fully supervised
• Pretrain-finetune

Event Correference

https://arxiv.org/pdf/2407.19568


LLM has Killed NLP, Right?
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Wei et al., 2024. Are LLMs Good Annotators for Discourse-level Event Relation Extraction?
https://arxiv.org/pdf/2407.19568 

RoBERTabase
125 million params
• Fully supervised
• Pretrain-finetune

GPT-3.5:
175 billion params
1000x larger!

Event Correference

https://arxiv.org/pdf/2407.19568


“SLM” vs. “LLM”

• Pretrain-finetuned “small” LM.
• Called large-scale pre-trained 

language model when it first came out
• Best performance on specific tasks.
• Inflexible, require labelled data.

• Large Language Model
• Not the best, but still good zero-shot 

performance.
• Zero-shot: only training data.
• N-shot: only N training examples.

• Good performance across various 
tasks.

• Flexibility: new paradigm of NLP.
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“Building Blocks” of CL Systems

• Information extraction
• Chunking (instead of parsing).
• Template filling.
• Named-entity recognition.
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“Building Blocks” of CL Systems

• Lexical semantics
• Word sense disambiguation (WSD).
• Taxonomies of word senses.
• Analysis of verbs and other predicates
• Embeddings of words into continuous vector space

(word2vec, BERT, XLNet, etc.) .

• Computational morphology.
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Why is Understanding Hard?

• The structures that we are interested in are richer than strings – 
often hierarchical or scope-bearing.
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Nadia knows Ross left.

S

NP VP

V S

NP VP

Nadia

knows

Ross left

KNOWS(Nadia, LEFT(Ross))



Why is Understanding Hard?

• Mapping from surface-form to meaning is many-to-one:  
Expressiveness.
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KISS(Nadia, Ross)

Nadia kisses Ross. Ross is kissed by Nadia.

Nadia gave Ross a kiss. Nadia gave a kiss to Ross.



Why is Understanding Hard?

• Mapping is one-to-many: 
Ambiguity at all levels.
• Lexical
• Syntactic
• Semantic 
• Pragmatic
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Lexical Ambiguity

The lawyer walked to the bar and addressed the jury.
The lawyer walked to the bar and ordered a beer.

• Computational issues
• Representing the possible meanings of words, and their frequencies and 

their indications.
• Representing semantic relations between words.
• Maintaining adequate context.
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Syntactic Ambiguity
Nadia saw the cop with the binoculars.
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S

NP VP

V NP

NP PP

P NP

saw

the cop

Nadia

with

the binoculars

S

NP VP

V NP PP

P NP

Nadia

saw the cop

with

the binoculars



Syntactic Ambiguity
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Put the book in the box on the table.
[                            ][     ]

[           ][   [           [                  ]]

Visiting relatives can be trying.
Verb

Verb phrase

Noun

Adj

Noun phrase

Noun



Syntactic Ambiguity

• These are absolutely everywhere.  Some real headlines:
• Juvenile Court to Try Shooting Defendant

Teacher Strikes Idle Kids
Stolen Painting Found by Tree
Clinton Wins on Budget, but More Lies Ahead
Hospitals are Sued by 7 Foot Doctors
Ban on Nude Dancing on Governor’s Desk

• Usually we don’t even notice – we’re that good at this kind of 
resolution.
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Syntactic Ambiguity

• Most syntactic ambiguity is local — resolved by syntactic or 
semantic context.
Visiting relatives is trying.
Visiting relatives are trying.
Nadia saw the cop with the gun.

• Sometimes, resolution comes too fast!

The cotton clothing is made from comes from Mississippi.

“Garden-path” sentences.
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[[             ][                                ]][        [                          ]]

[                             ][           ][       [????        



Syntactic Ambiguity

• Computational issues
• Representing the possible combinatorial structure of words.
• Capturing syntactic preferences and frequencies.
• Devising incremental parsing algorithms.
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Semantic Ambiguity

• Sentence can have more than one meaning, even when the words 
and structure are agreed on.

 Nadia wants a dog like Ross’s.
 Everyone here speaks two languages.
 Iraqi Head Seeks Arms. 
 DCS Undergrads Make Nutritious Snacks.
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Pragmatic Ambiguity

• A sample dialogue
• Nadia: Do you know who’s going to the party?

Emily: Who?
Nadia: I don’t know.
Emily: Oh … I think Carol and Amy will be there.

• Computational issues
• Representing intentions and beliefs.
• Planning and plan recognition.
• Inferencing and diagnosis.
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Need for Domain Knowledge
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Derivatization of the carboxyl function of retinoic acid by fluor-escent or 
electroactive reagents prior to liquid chromatography was studied. 
Ferrocenylethylamine was synthesized and could be coupled to retinoic acid. 
The coupling reaction involved activ-ation by diphenylphosphinyl chloride. 
The reaction was carried out at ambient temperature in 50 min with a yield of 
ca. 95%. The derivative can be detected by coulometric reduction (+100 mV) 
after on-line coulometric oxidation (+400 mV). The limit of de-tection was 1 
pmol of derivative on-column, injected in a volume of 10µl, but the limit of 
quantification was 10 pmol of retinoic acid.

S. El Mansouri, M. Tod, M. Leclercq, M. Porthault, J. Chalom, 
“Precolumn derivatization of retinoic acid for liquid 
chromatography with fluorescence and coulometric detection.” 
Analytica Chimica Acta, 293(3), 29 July 1994, 245–250.



Quiz

56

Last lecture: we chose a. What if we didn’t choose a
and chose c instead?

• In the example we saw in the last lecture, we encountered a tie at 
the end of the expanding phase, where both edges a and c have a 
weight of -4. Last time, we chose edge a. What would happen if we 
chose edge c instead? Which edges would be included in the final 
maximum spanning tree?
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