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Understand 
LLM

@Mighty Jaxx



Announcement

• A2 Released!
• Start early

• A2 – 3 tutorials on the coming Fridays
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Why we need to understand how 
LLMs work?

Explainability and Interpretability
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This is not SciFi!
Your life IS controlled by AI

Applicant Tracking System NLP-based automatic scoring

GRE, TOEFL
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This is not SciFi!
Your life IS controlled by AI
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Explainability

Sorry you didn’t get the job.
It’s because of your race, your 
gender, your religion, your age 

and your disability.
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Explainability

Sorry you didn’t get the job.
It’s because of your race, your 
gender, your religion, your age 

and your disability.

Sorry you didn’t get the job.
Our state-of-the-art neural 

model predicted that you are not 
a good fit from 200+ features.
No demographic data used!
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Remove demographic data, problem solved?

Other Feature

Other Feature

Other Feature

Other Feature

Demographic 
Information

What if this is what the 
model actually doing?
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Remove demographic data, problem solved?

Other Feature

Other Feature

Other Feature

Other Feature

Demographic 
Information

What if this is what the 
model actually doing?
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A systematic rationalization technique that… produces an 
ensemble of interpretable models that are fairer than the 
black-box according to a predefined fairness metric. From 
this set of plausible explanations, a dishonest entity can 
pick a model to achieve fairwashing.
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Plot: Josef K. was arrested and 
prosecuted by a remote, inaccessible 
authority, with the nature of his crime 
revealed neither to him nor to the reader.



LLM Blackbox: 
Confabulation 
(Hallucination)
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LLM Blackbox:
Hard to Update
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Sometimes it also memorizes problematic stuff
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Also, Why Not?
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Explainable AI (XAI)

• Explainability
• Why a model generate a particular prediction.
• Trustworthy AI…
• General ML problem

• Interpretability
• Understand how the underlying AI system work
• Reverse-engineer an AI system
• Interpreting LLMs
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@anthrupad 22

Pre-trained Language Models

?



This Segment
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“LM are linguistic 
subjects — sequence 

probabilities are 
reliable grammaticality 

judgements.”

“Understand how 
transformers word 

through interpreting 
attention patterns.”

“BERT 
Rediscovered 
the Classical 

NLP Pipeline.”

“Knowledge are 
located within 

the MLP 
neurons.”

Language acquisition, 
nature of grammar…

Semantics

Syntax

Surface The capital of 
Canada is Ottawa.

Transformer 
MLP weights:

1. LM as a whole 3. Layer Level 4. Neuron Level

“Information 
flow is more 
important!”

5. Circuit Discovery2. Attention Patterns

Some kind of syntactic 
structure inside?
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Grammaticality vs. Probability
“I think we are forced to conclude that ... probabilistic 
models give NO particular insight into some of the basic 
problems of syntactic structure.”

- Chomsky (1957)
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Illustration by Steve Brodner for The Chronicle Review 



Grammaticality vs. Probability (Chomsky, 1957)
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colorless green ideas sleep furiously  

furiously sleep ideas green colorless



Grammaticality vs. Probability (Saul & Pereira, 1997)
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colorless green ideas sleep furiously  
(-40.44514457)

furiously sleep ideas green colorless
(-51.41419769)

This is not only a probabilistic model, but a probabilistic 
language model (Agglomerative Markov Process).



(-39.5588693)
colorless sleep green ideas furiously
colorless ideas furiously green sleep
colorless sleep furiously green ideas

colorless green ideas sleep furiously  
(-40.44514457) 

furiously sleep ideas green colorless
(-51.41419769) 

green furiously colorless ideas sleep
green ideas sleep colorless furiously

(-51.69151925)



Scandal!

• Our ACL 2019 submission:  What Chomsky (1957) originally 
claimed still essentially holds: current language models do not 
have the ability to produce grammaticality judgements.

• ACL 2019 reviewer:  The treatment of the research literature … 
comes across as inflammatory.
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10,657 (English) examples taken from 
linguistics papers.

LSTM LM + threshold:
• 65.2% in-domain accuracy
• 71.1% Out-of-domain Accuracy
Not bad?

CGISF too small?
CoLA (Warstadt et al., 2019)

But, roughly 71% of their test set are 
labelled positively.
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Grammaticality vs. Probability:
Accuracy isn’t the most suitable
PBC is a better way to go

Hu et al.’s (2020):        100% accuracy 100% accuracy
0.25 PBC 0.73 PBC



Point-Biserial Correlations

• Grammaticality taken to be a binary variable (yes/no).
• The probability produced by a language model for a string of words is 

continuous.
• Point-biserial correlations:

• M1 = mean of the continuous values assigned to samples that received 
the positive binary value.

• M0 = mean of the continuous values assigned to the samples that 
received the negative binary value.

• Sn = standard dev. of all samples’ continuous values.
• p = Proportion of samples with negative binary value.
• q = Proportion of samples with positive binary value.
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What about GPT-2?

OpenAI’s GPT-2 has been promoted as “an AI” that exemplifies an emergent understanding of 
language after mere unsupervised training on about 40GB of webpage text.  It sounds really 
convincing in interviews:

• Q: Which technologies are worth watching in 2020?
A: I would say it is hard to narrow down the list. The world is full of disruptive technologies 
with real and potentially huge global impacts. The most important is artificial intelligence, 
which is becoming exponentially more powerful. There is also the development of self-
driving cars. There is a lot that we can do with artificial intelligence to improve the world….

• Q: Are you worried that ai [sic] technology can be misused?
A: Yes, of course. But this is a global problem and we want to tackle it with global solutions…. 

--- “AI can do that”, The World in 2020 – The Economist

• Surely something this sophisticated can predict grammaticality, right?
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Wrong!

• Should conclusions about grammaticality be based upon 
scientific experimentation or self-congratulatory PR stunts?

• People are very good at attributing interpretations to natural 
phenomena that defy interpretation.
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Legitimate Points of Concern
• Is grammaticality really a discrete variable?

• Several have argued that a presumed correlation between neural 
language models and grammaticality suggests that grammaticality should 
be viewed as gradient (Lau et al., 2017; Sprouse et al., 2018).

• Eliciting grammaticality ≠ blindly probing the elephant.
• Numerous papers on individual features of grammaticality

(Linzen et al., 2016; Bernardy & Lappin, 2017; Gulordava et al., 2018).

• How do you sample grammaticality judgements?
• Acceptability judgements (Sprouse & Almeida 2012; Sprouse et al., 2013) 

are not quite the same thing – experimental subjects can easily be misled 
by interpretability. 

• Round-trip machine translation of grammatical sentences for generating 
ungrammatical strings (Lau et al., 2014;2015).
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The Deep Learning Advantage?

• There is now a robust thread of research that uses language 
models for tasks other than predicting the next word, not because 
they are the best approach, but because the people using them 
are scientifically illiterate:
• What language consists of and how it works,
• How to evaluate performance and progress in the task.

• When these models work well at all, they often get credit just for 
placing.

• Grammaticality prediction is one of these tasks. 
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The Deep Learning Retort

• In the case of grammaticality, the reply by this community has been:
• To blame linguists for coining a task (they didn’t) that is ill posed (it isn’t),
• To shift to a different, easier task, relative grammaticality, which is also known to 

be more stable across samples of human annotations.

• Pedestrian attempts at promoting deep learning will often represent 
fields such as CL as blindly hunting for “hand-crafted” features in order 
to improve the performance of their classifiers.

• In fact, several discriminative pattern-recognition methods were 
already in widespread use before the start of the “deep learning 
revolution” that had made this approach very unattractive.
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The Actual Deep Learning Advantage

• Nevertheless, deep learning is adding value, but more in terms of:
• Modularity of the different network layers that allows for separation and 

recombination,
• Novelty of the approaches, even if performance isn’t state of the art, and
• the “liberated practitioner,” who can now produce a baseline system with 

very little expertise that has a higher accuracy than earlier naïve 
baselines.
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Brain in Transformer?
Be aware of the Pseudo-Psycholinguistic Appeals to Cognitive Science
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Airplanes are inspired by birds, but no airplane flap their wings!
We don’t need to explain how LMs work using human anatomy.
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“BERT Rediscovers the Classical NLP Pipeline”
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Tenney et al. (2019)



BERT recapitulates the “NLP pipeline?”

“Surface information at the bottom, 
syntactic information in the middle, 
semantic information at the top.”

Jawahar et al. (2019)

“It appears that basic syntactic 
information appears earlier in the 
network, while high-level semantic 
information appears at higher layers.”

Tenney et al. (2019)

Semantic

Syntactic

Surface
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Performance-based: Jawahar et al. (2019) Probing Result
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Kendall’s τ

τ ( ) = 0.596

τ ( ) = 0.269

SemanticSyntacticSurface
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Kendall’s τ (non-parametric)

Layer

46

Determines the strength of association between two 
random variables based upon the number of pairs of 
paired samples that are “concordant”:

Ordinal ranks



Jawahar et al. (2019) Probing Result
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Tenney et al. (2019) Center of Gravity

Pearson r = 0.319, p = 0.44
Weak correlation between 

layer and COG 48



Limitation of Tenney et al.’s (2019) Architecture 

● Tenney et al. used the same set of 
scalar attention weights for every 
input sentence: cannot capture 
variance of attention patterns 
across sentences.

● The probe examines one (or two) span 
representations: cannot observe task 
knowledge across token positions.
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SOLUTION
Attention-based Pooling
(Lee et al., 2017):



GridLoc Probe
● Token Position
● Layer
● Randomness & 

Training
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Token position attention:
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● Token Position
● Layer
● Randomness & 

Training

GridLoc Probe



GridLoc Probe
Layer attention:

● Token 
Position

● Layer
● Randomnes

s & Training
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Layers Alone do Not Rediscover the CNLP

syntactic + semantic
53

τ ( ) = 0.134



Layer Variance across Sentences

First 3 sentences of the Bigram Shift task test split.

Same GridLoc probe model at the same epoch.

Very different layer attention weights.
54

Bigram Shift sentence 110000 Bigram Shift sentence 110001 Bigram Shift sentence 110002
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Layer Variance across Random Seeds

Distribution of the best-performing layer over the 
Bigram Shift test set sentences for two probing runs 
with different random seeds.
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Probe results are 
not immune to 

random initialization 
effects! Seed: 0, Best Epoch: 7 Seed: 1, Best Epoch: 8



Layer Variance through Training Time

Average layer attention weight 
distribution change through 
training iteration.

(SOMO, seed:0, best epoch: 3)
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Consistently Idiosyncratic Token Positions
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For most sentences, the token position attention at every layer attends to the same token, hence 
the bright vertical line.

The choice of that token position is not arbitrary — there are linguistic reasons for them.
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Sentence Length
(sent id: 109992)

Word Content
(sent id: 110004)

Tense
(sent id: 110010)

Token
Position?

Layer?



Conclusion

● Did BERT rediscover a CNLP? Not in a naïve, architectural 
sense.

● Probing results regarding BERT layers are unstable; the 
distribution along token positions is relatively more stable.

● No evidence that pseudo-cognitive appeals to layer depth 
are to be preferred as the mode of explanation for BERT’s 
inner workings.
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Background: Residual Stream
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Background: Residual Stream

62Elhage et al. (2021): A Mathematical Framework for Transformer Circuits. Anthropic.

Neel NandaNelson Elhage
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class Transformer(nn.Module):

  def forward(self, input):
    residual = self.embed(input) # Embedding layer

    for i, block in self.blocks: # Each block is a layer
      residual = block(residual)

    logits = self.unembed(residual) # [batch, pos, d_vocab]
    return logits

class TransformerBlock(nn.Module):

  def forward(self, resid_pre):

    attn_in = split_attention_head(resid_pre)  
    attn_out = self.attn(self.ln1(attn_in))

    resid_mid = resid_pre + attn_out
  
    mlp_in = resid_mid
    mlp_out = self.mlp(self.ln2(mlp_in))

    resid_post = resid_mid + mlp_out

    return resid_post

https://github.com/TransformerLensOrg/TransformerLens 

https://github.com/TransformerLensOrg/TransformerLens


Residual Stream

• The transformer block at layer i is calculating:

• Simplifications:
• No linear norm (self.lnX)
• Other techniques (split qkv, parallel attn mlp, …)
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From Quiz 6 (Different Prompt)

• Prompt: Eiffel Tower is located in the city of
• GPT-2 XL: top 5 next tokens:

• Paris 8.25e-01
• E 3.44e-02
• the 1.08e-02
• Le 1.04e-02
• Mont 7.91e-03
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Corrupt Run
67

Paris 8.25e-01
E 3.44e-02
the 1.08e-02
Le 1.04e-02
Mont 7.91e-03

Meng et al. (2022) Locating and Editing Factual Associations in GPT. 
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New 1.34e-02
 N 1.24e-02
 K 1.24e-02
 L 9.91e-03
 Prague 9.66e-03

Random response!

Corrupt Run
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Restoration What if we give the correct 
hidden state here?



70

Restoration What if we give the correct 
hidden state here?

Can the model restore its 
behaviour?
I.e. generate Paris again?



• Corrupt Run:  P*(Seattle)
• Restoration Run: P*,c(Seattle)
• Indirect Effect (IE): IE = P*,c(Seattle) - P*(Seattle) 71

late site

early site
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Restoration (MLP & Attention)

Can the model restore its 
behaviour?
I.e. generate Paris again?

What about we give the model 
the correct MLP output here?
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Restoration (MLP & Attention)

Can the model restore its 
behaviour?
I.e. generate Paris again?

Actually, Meng et al. restored 
an 11-layer-window:
+5 layers and -5 layers.
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early site
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Restoration (MLP & Attention)

Can the model restore its 
behaviour?
I.e. generate Paris again?

Similar to MLP, we can patch 
the 11-layer-window of the 
attention output.
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late site



The Localized Factual Association Hypothesis:
• Mid-layer MLP:

• Stores information (memory) in MLP weights.
• During inference: outputs memorized properties about the input prompt.

• Upper-layer attention:
• Summarizes the outputted properties
• Gather a final output to the next token position

• A more intricate understanding than “BERT rediscover CNLP.”
• Limitations? Later 77

late sitelate site

early site early site



A2 Q3 & Friday’s Tutorial

• A2 Q3:
• Reproduce Meng et al.’s (2022) causal trace result using transformer_lens
• Meng et al.'s original code 
• Meng et al.'s Causal Tracing NoteBook
• (Reading Meng et al.’s code isn’t cheating)
• TransformerLens 

• Friday’s Tutorial
• TransformerLens crash course
• An example: task vector

78

https://github.com/kmeng01/rome/blob/main/experiments/causal_trace.py
https://github.com/kmeng01/rome/blob/main/experiments/causal_trace.py
https://github.com/kmeng01/rome/blob/main/experiments/causal_trace.py
https://github.com/kmeng01/rome/blob/main/experiments/causal_trace.py
https://github.com/kmeng01/rome/blob/main/notebooks/causal_trace.ipynb
https://github.com/kmeng01/rome/blob/main/notebooks/causal_trace.ipynb
https://github.com/kmeng01/rome/blob/main/notebooks/causal_trace.ipynb
https://transformerlensorg.github.io/TransformerLens/
https://transformerlensorg.github.io/TransformerLens/


The Knowledge Neuron Thesis

79

Transformer
Key-value memory

Add & Norm

Feed Forward
MLP

Multi-Head
Attention

Add & Norm



The Knowledge Neuron Thesis
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The Knowledge Neuron Thesis

Geva et al.’s (2021) original claim:

● Keys: textual patterns. Values: output vocabulary distribution.
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The Knowledge Neuron Thesis

Geva et al. (2021):

● Keys: textual patterns. Values: output vocabulary distribution.

Dai et al. (2022) and Meng et al. (2022):

● Facts & knowledge is also stored in Knowledge Neurons (KNs) in MLPs.

● Key: “knowledge-expressing prompts”; Value: knowledge or fact.

● We can control & edit LMs by modifying MLP weights or activations.
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The Knowledge Neuron Thesis:
“Knowledge is stored in the MLP modules.”

83

“Ottawa”

Prompt: The capital of 
Canada is

Feed Forward
MLP

Activation

key

value



The Knowledge Neuron Thesis:
“Knowledge is stored in the MLP modules.”
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“Ottawa”

Prompt: The capital of 
Canada is

Feed Forward
MLP

Activation

key

value

Knowledge Neurons



Dai et al. (2022): Erasing the Knowledge 
Neurons can Alter the Model’s Behaviour

85

@#JDKSD(@#!#

Prompt: The capital of 
Canada is

Feed Forward
MLP

Activation

key

value

Erasing the Knowledge 
Neurons

(setting activations to 0)



How to Find Knowledge Neuron?

86

• Dai et al. (2022): Calculate an attribution score for each neuron.
• Given an input prompt x, the probability of the model correctly 

predict the correct output token is:



ROME Edit (Meng et al., 2022)
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Editing the MLP weights 
on the second level.

Edit: The capital of Canada is Ottawa ⟹ Rome.



ROME Edit is not robust!
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ROME Edit is not robust!
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ROME Edit is not robust!

90

Model Data Our More Comprehensive 
Evaluation

ROME’s 
Original 

Evaluation

GPT-2 XL

P101 Synonym 52.35% 99.82%

P1376 Symmetry 23.71% 96.37%

P36 Symmetry 25.17% 99.79%

LLaMA-2

P101 Synonym 58.36% 100%

P1376 Symmetry 33.40% 100%

P36 Symmetry 33.64% 100%

More Data:



91Li et al. Unveiling the Pitfalls of Knowledge Editing for Large Language Models. ICLR 2024.
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KN Thesis: Finding the Det-N Number Agreement Neuron

Data: BLiMP



Editing the Plural Neuron for Determiner Noun 
Agreement

93

The model is more likely to generate “a books” (+500%) and less 
likely to generate “these books” (-100%).



The edits are not strong enough to
overturn categorical predictions!
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KN edit has low reliability for 
facts (Yao et al., 2023)

KN edit is not enough to overturn 
the categorical prediction.



Editing the Plural Neuron for Determiner Noun 
Agreement

95

Not only determiner-noun agreement,
affected by semantic number co-occurrence bias!



KNs: Word Co-occurrence Frequencies Cues
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Semantic number co-
occurrence bias.



KNs: Word Co-occurrence Frequencies Cues
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… with scattered rioting reaching for 
miles across the city.

… gave way to scattered rioting and 
looting in other parts of the city.

Working mothers are now the sole 
breadwinners for 40% of US families…

… snow melt and air temperature were the 
sole factors in only around 3% of cases.

Student’s T-test 
significant.
Pre-edit probs. v.s. 
post-edit probs.
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Huang et al. (2023): 

… Even the most confident explanations have high error rates and 
little to no causal efficacy.

… Finally, we confronted what seem to us to be deep limitations of (i) 
using natural language to explain model behavior and (ii) focusing on 

neurons as the primary unit of analysis.

Huang et al. (2023): 
Rigorously Assessing 
Natural Language 
Explanations of Neurons



The KN Thesis is an oversimplification. The KN thesis 
does not adequately explain the process of factual 
expression. MLP weights store complex patterns that 
are interpretable both syntactically and semantically; 
however, these patterns do not constitute 
“knowledge.”

101

ROME KN Edit



Task Vector: A Cool Example

(L)LMs can do in-context learning (ICL):

• Prompt:
• a b c -> c; d e f -> f; g h i ->

• Response:
• i

102



Task Vector

In ICL, we provide:
• Some demonstrations (S)
• A query (x)

The task vector theory:
• After the model processed 

the demos (A)
• The state (θ) encodes the 

task information.

103



Task Vector

• When no demos provided, 
of course, the model can’t 
perform the task.

• However, if we insert the 
task vector (θ), can the 
model complete the task 
without seeing the demos?
• YES!

104



Python – A function returning function

105

def multiplier_and_adder(fixed_value):
  def multiply_and_add(a, b):
    return (a * b) + fixed_value
  return multiply_and_add

# Using the function
func = multiplier_and_adder(10)
result = func(2, 3) # (2 * 3) + 10 = 16
print(result) # Output: 16



Python – A function returning (lambda) function

106

def multiplier_and_adder(fixed_value):
  return lambda a, b: (a * b) + fixed_value

# Using the lambda
func = multiplier_and_adder(10)
result = func(2, 3) # (2 * 3) + 10 = 16
print(result) # Output: 16



Python – Pass the returned function to another 
function

107

def sum_multiplied_and_added(func, list_of_tuples):
  total_sum = 0
  for a, b in list_of_tuples:
    total_sum += func(a, b)
  return total_sum

# Define the function using multiplier_and_adder
func = multiplier_and_adder(10)

# Define a list of tuples
list_of_tuples = [(2, 3), (4, 5), (6, 7)]

# Pass the func to sum_multiplied_and_added
result = sum_multiplied_and_added(func, list_of_tuples)

print(result) # Output will be the sum of ((2 * 3) + 10) + ((4 * 5) + 
10) + ((6 * 7) + 10)



Summary
TransformerLens can do two things pretty conveniently
• model.run_with_cache

• Store all the intermediate activations, hidden states, attention 
patterns…

• model.run_with_hooks
• Intercept & intervene the execution of LM inference at any 

location.
• Hack the model to do some really cool things:

• Causal Tracing
• ICL task vector
• LLM modularity
• …
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↓ Not Covered in Class
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Soft Syntactic Structure

111

???

More when we reach interpretability:
Spoil alert: Transformers learn some soft syntactic structure, 

but nothing like formal, human syntax as we understood.



Grammatical Function in BERT

112
Clark et al. 2019  



113
Clark et al. 2019  

Grammatical Function in BERT



114
Clark et al. 2019  

Coreference in BERT 



Wu et al.: “Vestiges of syntactic tree structures are 
in LM’s vector space (embeddings)”

115

Perturbed 
Masking



Perturbed Masking

116

Follow social media transitions on Capitol Hill.
  xi                      xj
[MASK] social media transitions on Capitol Hill.
  Hi                          
[MASK] social media [MASK] on Capitol Hill.
  Hi’
Impact = Euclidean distance(Hi, Hi’)
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Impact:
low

Impact:
high



Constituent Parsing

118

Wu et al.’s method only marginally outperformed 
a trivial right-branching baseline! 



Constituent Parsing

119

buffalo

buffalo

buffalo

buffalo

buffalo

buffalo

buffalo buffalo

s

Perturbed Masking induced trees are more similar to
Right-branching Trees than Constituency Trees



Dependency Parsing

120Tommi Buder-Gröndahl. What does Parameter-free Probing Really Uncover? ACL 2024.



Dependency Parsing

• Idea: impact scores as arc 
scores.

• Use the CLE algorithm or 
the Eisner algorithm (1996) 
to search for the dep parse.

• Slightly outperformed right-
chain baseline.
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Dependency Parsing
• When looked closer, BERT has some 

consistent behaviour.
• For example, Buder-Gröndahl (2024): 

most things points to ROOT.
• However, BERT’s behavior tends to 

resist linguistic explanation.
• The assumption that BERT represents 

grammar in line with familiar linguistic 
formalisms lacks proper support.

• Transformers are doing something…
But not what human brains are doing.

122Tommi Buder-Gröndahl. What does Parameter-free Probing Really Uncover? ACL 2024. 



This Segment
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“LM are linguistic 
subjects — sequence 

probabilities are 
reliable grammaticality 

judgements.”

“Understand how 
transformers word 

through interpreting 
attention patterns.”

“BERT 
Rediscovered 
the Classical 

NLP Pipeline.”

“Knowledge are 
located within 

the MLP 
neurons.”

Language acquisition, 
nature of grammar…

Semantics

Syntax

Surface The capital of 
Canada is Ottawa.

Transformer 
MLP weights:

1. LM as a whole 3. Layer Level 4. Neuron Level

“Information 
flow is more 
important!”

5. Circuit Discovery2. Attention Patterns

Some kind of syntactic 
structure inside?



Understanding Attention Heads

124

Ignore MLP for now.
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def attention_head(x):
  '''TransformerLens Notation'''
  q, k, v = self.calculate_qkv_matrices(query_input, key_input, value_input)

  attn_scores = q @ k / self.attn_scale

  pattern = F.softmax(attn_scores, dim=-1)

  z = pattern @ v

  attn_out = self.W_O @ z + self.B_O

  return attn_out



Observations
• The residual stream

• Computing: the sum of the output of all the previous layers and the 
original embedding.

• Every layer read in info from the residual stream, and then writes to it.

• A “deeply linear structure”
• Every layer performs an arbitrary linear transformation (xW + b)

• A rather unique feature of transformers (e.g. ResNets is not linear)

• “Virtual weights”
• Implicit “virtual weights” directly connecting any pair of layers
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Virtual Weights
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Attention Heads are Independent and Additive

128

Different notation:
r is z



Understanding Attention Heads

129

• Rewrite the attention algorithm as:

Which token's information is 
moved from and to.

which information is read 
from the source token and 

how it is written to the 
destination token.



Understanding Attention Heads

• We have four weights:
• WK, WQ, WV, WO

• WK, WQ always operate together
• WO, WV always operate together

130

Because they always operate 
together, we can define variables 
combining them together:

• WQK
• WOV



Let’s Rewrite the Attention Computation
(Again – for a 1-Layer Transformer)

131

Recall:
q = W_q(W_e(t))
k = W_k(W_e(t))



Big Table is All You Need

132

Two big 
look-up 
tables!



Single Layer Transformer:
QK Circuit & OV Circuit

133

n_vocab x n_vocab
matrix

n_vocab x n_vocab
matrix



What kinds of things does pretraining teach?
• There’s increasing evidence that pretrained models learn a wide variety 

of things about the statistical properties of language. 
• University of Toronto is located in __________, Ontario. [Trivia, Facts]
• I put ___ fork down on the table. [syntax]
• The woman walked across the street, checking for traffic over ___ shoulder. 

[coreference/anaphora]
• I went to the ocean to see the fish, turtles, seals, and _____. [lexical 

semantics/topic]
• Overall, the value I got from the two hours watching it was the sum total of the 

popcorn and the drink. The movie was ___. [sentiment]
• Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko 

pondered his destiny. Zuko left the ______. [some reasoning – this is harder]
• I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ____ [some 

basic arithmetic; they don’t learn the Fibonacci sequence]

• Models also learn – and can exacerbate racism, sexism, all manner of 
bad biases.
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Token Association Statistics Can’t Explain
In-context Learning
• If pretraining is just memorizing token association statistics…
• Then why can the models do in-context learning?
• Recall A2 T2:

135

model answer:
a b c -> c; d e f -> f; g h i ->
 i
model answer:
a b c -> c; d e f -> f; x y z ->
 z
model answer:
a b c -> c; d e f -> f; m r s ->
 s
model answer:
a b c -> c; d e f -> f; v u f ->
 f



Induction Head
• There is something more “mechanistic” going on in the model.
• One thing that the model is doing:

136

test category 40 ids node color some random stuff over here category 40 ids node
Model output: color

test category 40 ids node less some random stuff over here category 40 ids node
Model output: less

test category 40 ids node ideas some random stuff over here category 40 ids node
Model output: ideas

test category 40 ids node sleep some random stuff over here category 40 ids node
Model output: sleep

test category 40 ids node furiously some random stuff over here category 40 ids node
Model output: furiously



Induction Heads

137

Prefix Matching

Copying
There exists attention 
heads that implement this 
simple algorithm:
• Prefix matching (QK):

• Attend to tokens 
preceded by this 
token.

• Copying (OV)
• Increase logits of 

attended tokens.



Induction Head

138

• NOT statistical associations!
• Something “mechanistic” learned in the model.



More Complicated Algorithms?

• Indirect Object Identification (IOI) Task
• When Mary and John went to the store, John gave a drink to

• Mary
• Wang et al. (2023): GPT-2 implement this algorithm:

1. Identify all previous names in the sentence (Mary, John, John).
2. Remove all names that are duplicates (in the example above: 

John).
3. Output the remaining name. 
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“The IOI Circuit” in GPT-2
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“The IOI Circuit” in GPT-2

141

Copy the embedding 
of S to position S+1

Identify tokens that have 
already appeared in the 

sentence. Write a ‘signal’ 
into the residual stream 
that token duplication 

has occurred.

Same role as the 
Duplicate Token Heads 

through an induction 
mechanism.

Remove all names that 
are duplicates.

Attend to the S2 token and write to bias the query of the 
Name Mover Heads against both S1 and S2 tokens

Attend to previous names in 
the sentence and copy the 

name to the output.



Discovering the Circuit

142

• Idea: patching the residual stream with a new value

Previous Token Heads Induction Heads S-Inhibition Heads



Evaluation

• Can the model can complete the task with only the circuit?
• Logits difference: 

• |F(full model) − F(circuit)| = 0.2
• Or, only 6% of F(model) = 3.55

• Mean Ablation: replacing activations outside the circuit with their 
average activation value across some reference distribution.

• A lot of information has been maintained!
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Circuit Discovery

• Computation Graph

144

Connection Edge (->):
• Information flow from one component to another 

component in the residual stream.
Node:
• Transformer components.
• Attention head, MLP, input (emb) and output (umbed).



Automated Circuit Discovery

145Conmy et al. (2023) Towards Automated Circuit Discovery for Mechanistic Interpretability.



ACDC: Automatic Circuit DisCovery
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Is the Explanation Correct?

• If we have a hard-coded transformer model, can these 
interpretation methods discover it?

• WHAT? Hard-coded transformer model?

147



Tracr: Code to Transformer Compiler

148Lindner et al. (2023) Tracr: Compiled Transformers as a Laboratory for Interpretability.



Conclusion
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This Segment
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“LM are linguistic 
subjects — sequence 

probabilities are 
reliable grammaticality 

judgements.”

“Understand how 
transformers word 

through interpreting 
attention patterns.”

“BERT 
Rediscovered 
the Classical 

NLP Pipeline.”

“Knowledge are 
located within 

the MLP 
neurons.”

Language acquisition, 
nature of grammar…

Semantics

Syntax

Surface The capital of 
Canada is Ottawa.

Transformer 
MLP weights:

1. LM as a whole 3. Layer Level 4. Neuron Level

“Information 
flow is more 
important!”

5. Circuit Discovery2. Attention Patterns

Some kind of syntactic 
structure inside?



Limitations of Current Interpretation Work

• Restricted to very simple tasks.
• IOI, basic syntactic tasks, simple synthetic tasks…

• Limited model size.
• Induction head work: 2-layer transformer.
• Most circuit discovery work: GPT-2 base.

• ONLY ONE TOKEN.
• We studied everything on generating one token.
• The behaviour is much more complicated and unstable when we consider 

more than one token.

• ……
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Unstructured 
Text

More
Pre-trainingPre-training

Structures 
“emerged” from 

pre-training!

But, We Know
For Sure



Takeaway Points
• Memorizing the Implementation of the Transformer Architecture 

should be EASY now!

153

Describe the transformer 
architecture to me!

class Transformer(nn.Module):

  def forward(self, input):
    residual = self.embed(input) # Embedding layer

    for i, block in self.blocks: 

      residual = block(residual)

    logits = self.unembed(residual) 

    return logits

class TransformerBlock(nn.Module):

  def forward(self, resid_pre):

    attn_in = split_attention_head(resid_pre)  
    attn_out = self.attn(self.ln1(attn_in))

    resid_mid = resid_pre + attn_out
  
    mlp_in = resid_mid
    mlp_out = self.mlp(self.ln2(mlp_in))

    resid_post = resid_mid + mlp_out

    return resid_post

def attention_head(x):
  '''TransformerLens Notation'''
  q = self.W_Q(x)
  k = self.W_K(x)
  v = self.W_V(x)

  attn_scores = q @ k / self.attn_scale

  pattern = F.softmax(attn_scores, dim=-1)

  z = pattern @ v

  attn_out = self.W_O @ z + self.B_O

  return attn_out



Takeaway Points
• Memorizing the Implementation of the Transformer Architecture 

should be EASY now!
• Knowing where we at in LM interpretation research.
• Coolest thing one can do without the need of 100 GPUs.
• See through the hype and understand the trend.
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