Question
Answering

Lecture 12

If you choose an answer to this question at random,
what is the chance that you will be correct?




Announcement

* Plan for the reminder of the course
* Week 12 (today): QA + RAG
* Week 13: RAG + Agent basics
* Week 14: Review

* Homework:
* HWA4 release today --- regular homework
* HW5: problem set

* Givesyou a feel of the final exam

+—+A6: max(HW)



Modern QA from text

The common person’s view? [From a novel]

“| like the Internet. Really, | do. Any time | need a piece of shareware or | want to find out the weather in
Bogota ... I’'m the first guy to get the modem humming. But as a source of information, it sucks. You got

a billion pieces of data, struggling to be heard and seen and downloaded, and anything | want to know
seems to get trampled underfoot in the crowd.”

M. Marshall. The Straw Men. HarperCollins Publishers, 2002.

* Anidea originating from the IR community.

* With massive collections of full-text documents, simply finding

relevant documents is of limited use: we want answers from
textbases.

* QA: give the user a (short) answer to their question, perhaps
supported by evidence.



Outline

* [ntro to QA

* QA & IR before deep learning

* QA & IR with deep learning (BERT, dense retrieval...)
* RAG: QA with LLM



Question Answering (QA)

(Marie Curie)

* Question Answering (QA) usually involves a specific answer to a
question.



Information Retrieval (IR) and QA

o 1 which woman has won more than 1 nobel prize? b4 o Y Q
Al mages Web ooks i More Tools
which woman has won more than 1 nobel prize? —_
+ Al Overview Learn more H

Shopp

Marie Curie is the only woman to have won multiple Nobel Prizes, winning the

Nobel Prize in Physics in 1903 and the Nobel Prize in Chemistry in 1911: @ e e e

educativo
1903 Outraged to leamn of the nomination, the mathematician Gasta
Wikipedia Curie won the Nobel Prize in Physics with her husband, Pierre Curie, and Henri Mittag-L effler wamed Piemre, and he was emphatic in his...
hitps:fien wikipedia.org » wiki » List_of_female_Nobel... Becquerel for their work on radioactivity. @ @ Rincon educativo :

List of female Nobel laureates

Curie is also the first person and the only woman fo have won multiple Nobel Prizes; in 1911,
she won the Nobel Prize in Chemistry.

1911

Curie won the Nobel Prize in Chemistry for discovering the elements radium and

Nobel Prize awarded women - NobelPrize.org

Wikipedia
https/ien wikipedia org » wiki > Nobel_Prize :
Nobel Prize
Muitiple laureates Five people have received iwo Nobel Prizes. Marie Curie received the
Physics Prize in 1903 for her work on radioactivity and the Chemistry __.

List of Nobel laureates - Nobel Prize effect - Alfred Nobel - Nobel Foundation

Show more

Marie Curie

Only one woman, Marie Curie, has been
honoured twice, with the Nobel Prize in Physics
1903 and the Nobel Prize in Chemistry 1911. This
means that 65 women in total have been
awarded the Nobel Prize between 1901 and

Rincon educativo
hitps /irinconeducativo.org » ... » Recursos educativos

The magnificent four who repeated Nobel
By Elena Sanz - The first person in history to achieve the feat of receiving a double Nobel was
the Polish Marie Skiodowska Curie, laureate first in Physics and, ..

ATECE 2024.
https:/iphys.org » Other Sciences » Other
The five scientists who won two Nobel prizes Nobel Prize

hitps_/fwww.nobelprize.org > prizes : lists > nobel-prize..

Nobel Prize awarded women - NobelPrize.org

Oct 5, 2022 — Marie Curie (1903, 1911) The mother of modern physics was the first woman
ever to win not one, but two, Nobel prizes for her seminal _..

The Conversation
https:/itheconversation.com > the-five-scholars-who-wo...

The five scholars who won two Nobel prizes

Jul 9, 2024 — Marie Curie is the most famous of these five scholars and for good reason. The
world today, as well as science in general, is different because ...

One strategy is to turn QA into information retrieval (IR) and
let the human complete the task.

Statista
= htips/iwww statista.com » ... > Global status of women :

Chart: The Nobel Prize Gender Gap




Question Answering (QA)

Y

& Do | need an umbrella

tomorrow in San ﬁ WOlfr amg\ I F' l 1d ' :

Francisco **

Er How much potassium is in 450,000 cubic kilometers of bananas?

Weekly Forecast
THU FRI SA SUN Input interpretation:
® & @

| ol T

banana | 450000 km” | potassium

Result:
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Knowledge-based QA

é¢ Do | need an umbrella
tomorrow in San
Francisco %

Yes, San Francisco should get
rain tomorrow:

Weekly Forecast

TUES WED THU FRI SAT SUN

< % & & & =
14" 16t I | 18t (18

Qo

1. Build a structured semantic
representation of the query.

* Extract times, dates, locations, entities
using regular expressions.

* Fit to well-known templates.

2. Query databases with these
semantics.
* Ontologies (Wikipedia infoboxes).
* Restaurant review databases.
* Calendars.



IR-based QA

(:51‘Qigﬂ€3

which woman has won more than 1 nobel prize?

Al Images News Videos Shopping Forums Web

Marie Curie

Only one woman, Marie Curie, has been
honoured twice, with the Nobel Prize in Physics
1903 and the Nobel Prize in Chemistry 1911. This
means that 65 women in total have been
awarded the Nobel Prize between 1901 and
2024.

. Nobel Prize
N -

https:/iwww.nobelprize.org » prizes : lists ; nobel-prize... :

Nobel Prize awarded women - NobelPrize.org
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%g|e where is the louvre museum located bt

To exit full screen, press and hold | Esc

Al Images Maps Videos MNews Shopping Shortvideos i More

Results for Paris, France - Choose area 3

75001 Paris, France

Louvre Museum, Address

Wikipedia
hitps:i/en.wikipedia.org » wiki » Louvre
Louvre

The Louvre museum is located inside the Louvre Palace, in the center of Paris, adjacent to
the Tuileries Gardens. The two nearest Métro stations are Louvre ...
Louvre Palace - Louvre Pyramid - Louvre Abu Dhabi - Art museum

People also ask

Where is the Louvre located exactly? v
How far apart are the Louvre and Eiffel Towers? v
Is the Louvre where the Mona Lisa is? v
How much does it cost to get into the Louvre? v

Feedback
& Le Louvre

hitps-/www_louvre_fr » visit » map-entrances-directions

Map, entrances & directions - - All roads lead to the Louvre

An underground car park is located at 1 Avenue du Général Lemonier, from which you can
access the museum via the Galerie du Carrousel entrance.

ﬂ Britannica
hitps:/iwww_britannica.com » Visual Arts » Painting

I mirvrae | Hietargy Callantinne  Faste

Musée du Louvre i
Louvre=R
®

See photos L See outside

Louvre Museum

Website: Directions Save

47 325,915 Google reviews
lMuseum in Paris, France

SEE TICKETS

Sponsored
@ Withlocals i

Louvre at Night: Explore with a Local
§125 5.0 + (1.4K)

The Louvre, or the Louvre Museum, is a national art museum in
Paris, France, and one of the most famous museums in the world.
Wikipedia

Departments: Librairie-Boutique du Musée du Louvre

Address: 75001 Paris, France

Founded: August 10, 1793

Hours: Closed - Opens 9a.m. - More hours

Director: Laurence des Cars

Visitors: 8.9 million (2023): Ranked 1st nationally; Ranked 1st
alobally

Phone: +33 1 40 20 33 17
Subsidiary: Louvre Conservation Center

Curator: Marie-Laure de Rochebrune

Suaaest an edit
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Gﬁ;gle

what is the most famous painting in the louvre

Al Images Videos News Forums Web

Shopping

Louvre Museum/Artworks

Winged Victory
of Samothrace

Venus de Milo
Alexandros of An..

Mona Lisa
Leonardo da Vinci

Paris City Vision
https:/iwww_pariscityvision.com s ... > Louvre museum

Louvre artwork : top masterpieces and paintings

: More

Liberty Leading
the People
Eugéne Delacroix

(=

How can we not mention the Mona Lisa? The portrait assumed to be of the wife of Francesco

del Giocondo is considered to be the most famous painting in the world ...

People also ask

What is the most famous artwork in Louvre?
What are the three masterpieces of the Louvre?
What are the big 3 at the Louvre?

Where is the real Mona Lisa painting?

A Le Louvre
https:/iwww._louvre_fr > explore » visitor-trails > the-lou...

The Louvre's Masterpieces - What exactly is a ...

The palace is home to some of the world's most iconic pieces — paintings, sculptures,

architectural elements and art objects by famous or anonymous artists.

o)

Psyche Revived
by Cupid's Kiss
Antonio Canova

Feedback

Tools

The Ratt of the

A

The Wedding at

The Coronation The Seated
Medusa of Napoleon Cana Scribe
Théodore Géricault Jacques-Louis D...  Paolo Veronese
Musée du Louvre 2
Louvre -R
Y ®

See outside

Louvre Museum

Website Directions Save

47 325,915 Google reviews

Museum in Paris, France

SEE TICKETS

Sponsored

@ Withlocals

Withlocals Your Way! - Paris City Tour
$87 - 5.0 # (2.2K)

The Louvre, or the Louvre Museum, is a national art museum in
Paris, France, and one of the most famous museums in the world.
Wikipedia

Departments: Librairie-Boutique du Musée du Louvre

a»

The Virgin of the
Rocks

Leonardo da Vinci

La Belle
Ferronniére

Leonardo da Vinci

Oath of the
Horatii

Jacques-Louis D...
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Gegagle

which pieces from the salon de refuses are now in the louvre > ,!, oy
Al Images Videos Shopping News Maps Web i More
Wikipedia

hitps:ffen_wikipedia.org » wiki » Salon_des_Refusés

Salon des Refusés
Today, by extension, salon des refuses refers to any exhibition of works rejected from a
juried art show.

People also ask

Where is the Salon Carre in the Louvre? v
What happened with the works entered in the Salon of the Refused? v
Which painting was included in the first Salon des Rejectés Salon of the Rejected? v
Does the Salon in Paris still exist? v
Feedback
Artland Magazine

A

https://magazine.artland.com : Articles and Features

Contemporary Art History: The Salon Des Refusés

Discover the 1863 Salon des Refusés: first of a string of landmark contemporary art
shows that have radically changed the course of Art History.

S Le Louvre
hitps:-iiww_louvre_fr » explore » visitor-trails » the-lou...

The Louvre's Masterpieces - What exactly is a ...

The palace is home to some of the world's most iconic pieces — paintings, sculptures,
architectural elements and art objects by famous or anonymous artists.

c The Tour Guy
hitps:/ithetourguy.com » ... » France : Paris » Louvre

The Louvre Museum's 17 Most Important Works of Art, Paris

Oct 28, 2024 — The Louvre is massive. To make things easy, we've listed 17 famous paintings
to see in the Louvre and explained why they're so important.

Tools

12



|R-based QA

D Document
‘‘‘‘ M Indexing | Answer I
T
: E Passage |
Question : Retrieval !
Processing v ,— :
Query |____L 4| Document |I B Passage —
, -{"|_ Formulation ' l Retrieval ' i I Retrieval |~ " passages)-| *| Processi ng
3 | Docs 1-¥
k] Answer Type e
DeteCtion i~ - #
L T )i v )
: : Question
Information retrieval .
answering
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IR-based QA with LLM (RAG)

Document
~~~~~ M Indexing | Answer I
: E Passage |
Question : Retrieval :
Processing ¥ = '
Query |______ ‘Document | I B Passage '_'— nswer
#| Formulation Retrieval > I Retrieval id I"’ Processing
oCs -
k| Answer Type '
Detection \\\ - ‘
S R SRR R Retrieval-
augmented
1 ] ] generation
I l . (RAG):
: . es
Information retrieval R , Use an LLM to
& dothe QA
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Text REtrlevaI Conference (TREC)

age ll i f ormation retrieval
f I rge olle

Sample TREC questions

N

NSO AL

Publications Evaluations

Who is the author of the book, "The Iron Lady:  ferpeter \;%%3 g iy
A Biography of Margaret Thatcher"? Participants S8 ?R@ Questions
What was the monetary value of the Nobel Peace s bata
Prize in 19897 el

Results Information

What does the Peugeot company manufacture?

How much did Mercury spend on advertising in 19937
What is the name of the managing director of Apricot Computer?
Why did David Koresh ask the FBI for a word processor?

What debts did Qintex group leave?

What is the name of the rare neurological disease with symptoms
such as: involuntary movements (tics), swearing, and incoherent
vocalizations (grunts, shouts, etc.)?

15



Query types

* Different kinds of questions can be asked.

* Factoid questions, e.g.,

* How often were the peace talks in Ireland delayed or disrupted as a
result of acts of violence?

* Narrative (open-ended) questions, e.g.

* Can you tell me about contemporary interest in the Greek philosophy
of stoicism?

* Complex/hybrid questions, e.g.,

* Who was involved in the Schengen agreement to eliminate border
controls in Western Europe and what did they hope to accomplish?

16



People want to ask questions...

. Examples from AltaVista query log (late 1990s)
* who invented surf music?
* how to make stink bombs
* where are the snowdens of yesteryear?
which english translation of the bible is used in official catholic liturgies?
how to do clayart
how to copy psx
how tall is the sears tower?

« Examples from Excite query log (12/1999)
* how canifind someone in texas
* where can i find information on puritan religion?
* what are the 7 wonders of the world
* how canieliminate stress
* What vacuum cleaner does Consumers Guide recommend

Around 10% of early query logs are QUESTIONS.

17



2011: IBM Watson beat Jeopardy champions

9 $24,000 ) ¢ ©

N $77,147

"'
|
o
y
Who 18 Stoker? i Who is Bram
WELCOME Oue i Stoker?
ok O anTeR OYERLOADS) i
|
; ‘ \ \ : \ \

% |, 000 $ 17,973




IBM Watson: Search

(2) Candidate Answer Generation (3) Candidate (4)
Answer Confidence
From Text Resources Scoring Merging
Docun;ent and
an [———
--l— Answer Ranking
(1) Question ':‘:;5;9;; f_ > Extraction
Processing f X Document titles Eid Merge
. Anchor text vidence Candidate Equivalent
Focus Detection Retrieval | | Answer Aq:::e?g
A and scoring +
exical
Answer Type Confidence
Detection m
Question R;gogz's]f;n
Classification From Structured Data Anewer
: \ e : mli Ranker
Parsing \ Relaton | ___--}----7" {
- Re;n;‘elval Candidate \
Named Entity et e Answer
Tagging +
Confidence
Relation Extraction
Coreference
iy




Not all problems are solved by these

e Where do lobsters like to live?
e on a Canadian airline

* Where are zebras most likely found?

* near dumps
* inthe dictionary

* Why can't ostriches fly?
e Because of American economic sanctions

* What’s the population of Mexico?
* Three

* What can trigger an allergic reaction?
* ..something that can trigger an allergic reaction

20



Question answering in deep learning era

{500

BERT 5(0)

MLF
BERT(g, 0)

\" r$
[CcLS]... The term “ZIP' Top K [CLS] What does the
is an acronym for Zone -

-—‘ Syead (0, “The term”, q) ‘

W\
\
S~ zip in zip code stand for? | %| ‘ Sread (0, “Zone Improvement Plan”, q)
Improvement Plan... [ SEP] - [SEP]...The term ‘ZIP’ ” Ill's
is an acronym for Zone \
BERT 5(1) Improvement Plan...[ SEP ] M Sread (0, ...y q)
BERT(q) [CLS]...group of ze-
bras are referred to as a
[CL5]What does the zip in

zip code stand for? [SEP]

herd or dazzle...[SEP]

Start/End Span

MLP |

BERTR(q,2) —

BERTj(2) \\z

| [CLS] What does the \
| [CcLS]...ZIPs for other
|
- |
e e ) ]

Sread(2, “ZIPS", q) |

%
| TopK | 7P in zip code stand for? | %| \-\ Sreaa (2, “operating systems”, q) |
operating systems may ——— [SEP]...ZIPs for other ) I".
| be preceded by...[SEP] operating systems may \
\ be preceded by... [SEP] M Sread (2, .0y q)
N Syetr(eees q) [ BERTjp(...)

Image credit: (Lee et al., 2019)

Question Paragraph

Question Answering Tasks: SQuUAD.

21



SQUAD: Stanford question answering dataset

100k annotated (passage, question, answer) triples In meteorology, precipitation is any product

of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
models for reading comprehension! cipitation include drizzle, rain, sleet, snow, grau-

pel and hail... Precipitation forms as smaller

Passages are selected from English Wikipedia, usually 100~150 words.  droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are

* Large-scale supervised datasets are also a key ingredient for training effective neural

Questions are crowd-sourced. called “showers” .
. . What causes precipitation to fall?
Each answer is a short segment of text (or span) in the passage. .
gravity
* Thisis alimitation— not all the questions can be answered in this way! What is another main form of precipitation be-
) ] sides drizzle, rain, snow, sleet and hail?
SQUAD was for years the most popular reading comprehension graupel

dataset; it is “almost solved” today (though the underlying task is not,) Where do water droplets collide with ice crystals

to form precipitation?

and the state-of-the-art exceeds the estimated human performance. within a cloud

. M b
SQUAD 2.0: some questions can’t be answered. https://rajpurkar.github.io/SQuAD-explorer/

22


https://rajpurkar.github.io/SQuAD-explorer/
https://rajpurkar.github.io/SQuAD-explorer/
https://rajpurkar.github.io/SQuAD-explorer/

BERT for Reading Comprehension

Start/End Span

209
- s - ()
BERT
Eesy E, Ex Eser) E/ By
ﬂ L L LI L LI

Question Paragraph

Dstart (1) = softmax(W h;)
Pend (2) = softmax(W _ h;)

* This simplified version of QA aka
Reading Comprehension.

* (Passage, Question) = Answer

Segment

N W e . | N O B O PmPeddings
+ + + + + + + + + +

[ v 1
[CLS] How many have ? [SEP] BERT - large
N v J
Question
Question: How many parameters does BERT-large have?
BERT-large is really big... it has 24 layers

and an embedding size of 1,024, for a total
of 340M parameters! Altogether it is 1.34GB,
so expect it to take a couple minutes to
download to your Colab instance.
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BERT for Reading Comprehension

Start/End Span

90—
L)) C)oee )] - (w)
BERT
E[ L5] E1 EN E[SEP] E T EM’
ﬂ L L [ L L
=) - (E)
Question Paragraph

Dstart (1) = softmax(W h;)
Pend (2) = softmax(W _ h;)

* This simplified version of QA aka
Reading Comprehension.

* (Passage, Question) = Answer B

ALBERT 948 89.3
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BERT for IR

* Dense passage retrieval (DPR)
* We can also just train the retriever using question-answer pairs!

: '
Question g Passage p 1k Q/A pairs beat BM2S!
l l 90
BERT BERTp _80; =
x s e
} | > |
Sroi 17 ,
[00000000] [00000000] 3 / /
l l © 601 / .
LY # Train: 1k
hq h 8‘ —w— # Train: 10k
P F 50l —w— # Train: 20k
/ —— # Train: 40k
—w— # Train: all (59k)
sim(q,p) = h;- h, e 20 40 60 80 100

k: # of retrieved passages

* Trainable retriever (using BERT) largely outpertorms traditional IR
retrieval models.

Karpukhin et al., (2020). Dense Passage Retrieval for Open-Domain Question Answering.
25



Neural Methods for IR Beyond Re-ranking

e Re-Ranking depends on a candidate selection (bottleneck)
* How to bring neural advances in this first-stage phase

* Today we look at dense retrieval as (inverted index) BM25 alternative

* Many other neural approaches to improve first-stage retrieval:

* Doc2query: Document expansion with query text that would semantically match
the document. Exists in both BERT and T5 variants. Then index the expanded
documents with BM25

* DeepCT: Assign term weights based on BERT output during indexing -> retrieval
with inverted index & BM25

e COIL: Fuses contextual vectors into an inverted index structure, for faster lookup
of semantic matches



Neural Re-Ranking

e Re-rankers: They change the ranking of a pre-selected list of results
» Same interface as classical ranking methods: score(q, d)

* Query workflow:

Query Second stage
How to make a good cappuccino re-ranker
First stage ranker [ |
ked
s — Trained — Re-Ranke
e 3l Neural IR Model documents
All matched (Top 10)
document
I Document
statistics
content

Ranked
documents
(Top 1000)

NN



Dense Retrieval (with Re-Ranking)

* Dense retrieval replaces the traditional first stage
* Using a neural encoder & nearest neighbor vector index
* Can be used as part of a larger pipeline

Query

How to make a good cappuccino

i}
lerest mmmdl Neural Re-Ranking Re-Ranked
[ ? —_— —> documents
Neighbor Closest Model
Index (Top 10)
Documents
(Top 1000)

First Stage Retriever Second Stage Re-Ranker

o N



Standalone Dense Retrieval

* If dense retrieval is effective enough for our goals:
* We can also use it as a standalone solution
* Much faster + less complexity if we remove re-ranking stage

Query

How to make a good cappuccino

——— Closest
NeiareSt -3 Documents
Neighbor
Index (TOp 10)

First Stage Retriever

N



Training

* Neural IR models are typically trained with triples (pairwise +,-)
* Triple: 1 query, 1 relevant, 1 non-relevant document
* Generate embeddings for query, relevant doc, non-relevant doc
* Loss function: Maximize margin between rel/non-rel document

* All model components are trained end-to-end
* Of course we could decide to freeze some parts for more efficient training



Creating Training Batches

;"'O

0 00

8.8 AN

Training Batch . O Q
e Q
20,0, e
Individual View

O Query

Relevant Passage

QO Non-Relevant Passage

* We form a batch by sampling as many triples as is
allowed by the GPU memory
* Typical batch size: 16-128
* We mix different queries together

* Depending on the model we need to create query-
passage pairs or run each of the three sequences
individually through the model

 We run a backward pass & gradient update per
batch

* Sequency inputs come as a single matrix, so we
need to pad different length inputs



Sampling Non-Relevant Passages

* Most collections only come with judgements of relevant (or false-positive
selections from other models) and not truly non-relevant judgements

* |t doesn’t make sense to spend resources annotating random pairs

e We need to tell the model what is non-relevant

e Simple procedure to sample non-relevant passages:
 Run BM25 and get the top-1000 results per training query and randomly select a few of those
results as non-relevant

* The non-relevant selections provide some signal
(as there must be at least some lexical overlap)

* But mostly non-relevant passages -> works pretty good in practice
* A bit of noise is good (we don’t know the degree of non-relevance, but that’s ok)



Loss Function

* Choice of different methods that aim to maximize
the margin between rel & non-rel document

* Plain Margin Loss:

loss = max(0,Snonre1 = Sre1 + 1)

* Native support in PyTorch: torch.nn.MarginRankinglLoss()

e RankNet:

loss = BinaryCrosseEntropy(S,e1 = Snonrel)

* Both losses assume binary relevance



Dense Retrieval Lifecycle

* 3 major phases in the dense retrieval lifecycle
* Each comes with several complex choices and required techniques
 Could skip @ if we use a pre-trained model

Query How to make a good cappuccino

) 500K+ repetition
A e . CO//BCi'IOn |
raining Batches 1
000 """" ] Passage BERTpor
800 : I
5.'_70 Qe 0_‘? ] cl
o ] osest
. Trained Model PSSPy -, Nearest
] it . - % Documents
/./\ - Nearest Neighbor (Top X)
! : i : Full Ind Inde
: BERToor 5 Neighbor : ulfInaex X

BERTpor ] Index

0 Training Q Indexing e Searching 8



BERTyorModel

* Passages and queries are
compressed into a single vector

ndependent oot o meres * Passages are completely independent
Query __ [aer ), 0@ \ -> moves most computation into the
91 42 Score indexing phase
....................................... ©—0 * Only need query encoding at runtime
T I BERT > o * Relevance is scored with
* PLP2, ..Pn d dOt-prOdUCt

....................................... e Cosine-sim variants also exist

Offline Computable & Indexable
* This allows easy use of an
(approximate) nearest neighbor index
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BERT o1

qi.n Query tokens

* Simple formula (as long as we abstract BERT): pim Passagetokens
BERT Pre-trained BERT
A — : del
q =BERT([CLS];q1.n)cLs mode
n [CLS] Special tokens
p = BERT([CLS]; p1.m)cLs .
Ind dent tat
____— Independent computation bool the CLS
— XCLS vector
&
= s= 0.9 Can be done “outside” the model S Output score
g = q-p — (with a nearest neighbor library)

* Optional compression of g, p with a single linear layer

(to reduce dimensionality)
36



Nearest Neighbor Search

* Once we have a trained DR model,
we encode every passage in our collection
* We save passages in an (approximate) nearest neighbor index

* During search we encode the query on the fly
and search for nearest neighbor vectors in the passage index

Query How to make a good cappuccino

Collection |
Passage BERTpor
3
Trained Model l o . Nearest 5 Closest
. Nearest Neighbor ? ‘;;;‘pmle(;ts
5 Neighbor : _ FullIndex Index
ini BERT —_ :
Q TrammgV bor i

Q Indexing e Searching
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NN Search: GPU Brute-Force

* Retrieving the top-1K from
9 million vectors is fast

* We need to do 9M dot-products (a
very big matrix multiplication)
with 768 dim. vectors

e GPUs are made for this

* Vectors must fit in GPU memory

70ms latency / query

* Incredible scale when
increasing the batch size

e Using a CPU this takes ~1 sec./ q

Table 1: Latency analysis of Top-1000 retrieval using our
BERTpot retrieval setup for all MSMARCO passages using
DistilBERT and Faiss (FlatIP) on a single Titan RTX GPU

Batch Q. Encoding  Faiss Retrieval Total

Size Avg. 99" Per.  Avg. 99 Per.  Avg 99h per.
1 8 ms 11 ms 54 ms 55 ms 64 ms 68 ms
10 8 ms 9 ms 141ms 144 ms 162ms 176 ms

2,000 273ms 329ms 2,515ms 2,524 ms 4,780 ms 4,877 ms

Efficiently Teaching an Effective Dense Retriever with Balanced
Topic Aware Sampling; Hofstatter et al. SIGIR 2021
https://arxiv.org/abs/2104.06967
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Indexing Techniques: Flat Index

Flat Index = Brute Force
* No additional processing, using raw vector embeddings

* Calculates distance for each pair, slow

* Exhaustive search, best accuracy ° °
6:27 Query Vector

Images from https://kdb.ai/learning-hub/articles/indexing-basics/ 39



https://kdb.ai/learning-hub/articles/indexing-basics/
https://kdb.ai/learning-hub/articles/indexing-basics/
https://kdb.ai/learning-hub/articles/indexing-basics/
https://kdb.ai/learning-hub/articles/indexing-basics/
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Indexing Techniques: Inverted File Index (IVF)

Partition the dataset into clusters
* Use clustering algorithm (e.g. k-means) to divide into k clusters
* Compute the centroids of each cluster
e For each cluster, store:
* The centroid vector
* An inverted index list of the vectors assigned to that cluster



Indexing Techniques: Inverted File Index (IVF)

Query time: . Proc:
[ (") b
* Compute similarity between e .’

qguery and centroids

e @
* Select top n clusters
 Compute similarity to all vectors .
of these clusters .
* Large reduction of search space ‘v, 6

e More overhead



Indexing Techniques: Product Quantization

Main idea: Replace original vector of floats with lower dimensional
vector of integers

High dim.

0.3 1.2 | 0.1 1 (-21|115|11 |03 (-04| 28|01 |11
dtype = float32

l Splitinto m pieces

l Encode subvectors

R B
dtype =int8
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Indexing Techniques: Product Quantization

Use k-means clustering on each sub-space

}
Ol B



Indexing Techniques: Product Quantization

Use k-means clustering on each sub-space

}
Ol B



Indexing Techniques: Product Quantization

Reduces n * d (embedding space) matrix of floats to n * m integers

Additional preprocessing: Store distance from sub-vectors to centroids

Query time:
* Encode query vector in the same way mmE" =

 Approximate distance from query to doc by sum of stored distance
from doc sub-vector to query cluster centroid



Indexing Techniques: Product Quantization

Pros:
e Much faster

* Memory efficient

Cons:
e Results are approximate
* Quality depends on split and clustering parameters



Indexing Techniques: Graph Indices

e.g.: HNSW (Hierarchical Navigable Small Worlds)

* Proximity graph, vectors are linked with similar “friends”

e Search starts at predefined “entry point”,
visit “friends” until no nearer o
vertex is found



Indexing Techniques: Graph Indices

Search space is split into hierarchical layers

* Top layer has longest distances

Entry
int

* When at a local minimum: drop one layer n
and keep searching -

\

* Repeat until NN at lowest layer = m

* Needs additional pre-processing and % r
memory, but scales much better to

huge data sets



Approximate NN Search

* Brute-force search does not scale well beyond a couple of million vectors

* Fortunately, nearest neighbor search of vectors is a very common and
broadly used technique in ML

* many techniques and libraries to speed up search

* Popular library: FAISS
e Offering many algorithms (brute-force, inverted lists on clusters, HNSW, ...)
 CPU and GPU supported

* Approximate search is another tradeoff between latency-effectiveness

* We add a lot of complexity to the search system,
but necessary for low-latency CPU serving



Production Support

* Dense retrieval is gaining more and more support in production systems
* HuggingFace model hub gives us a common format to share models

e Search engine must incorporate indexing & query encoding + provide nearest
neighbor search

* Projects include Vespa.ai & Pyserini (integrates with Lucene)
* Vespa provides deep integration of dense retrieval in common search features,
such as filtering on properties
* Important to filter during search, not after as to avoid empty result lists

e Pyseriniis a project focused on reproducing as many dense retrieval models as
possible

* Including easy hybrid search options between BM25 and DR



Other Uses for the BERT5r Model

* Semantic comparisons of all sorts:
* Sentence, passage, document similarity -> all compressed into 1 vector
* Recommendation models

e S-BERT (Sentence transformers) library provides many models &
scenarios
* Based on the HuggingFace transformer library
* Offers many scenarios and built models out of the box

* Adaptions based on dot-product similarity also allow for multi-modal
comparisons
* For example: Encoding images and text in the same vector-space

S-BERT library: https://github.com/UKPLab/sentence-transformers
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"Big Tech Corporate Artstyle" Starter Pack

Next Lecture: RAG & Agent T
NOW, ENJOY YOUR -

Patagonia "
Fleece '
$99-$120
Apple Watch
$400 )
Vineyard AirPods
Vines $159
T-shirt
2 $48
8
<
B
I
I+
~
5 Khaki Pants
2 $30-$50
2 Lululemon
p-) Leggings
$98
Hydroflask
$40 >
.
North Face 3
Backpack $89
IS ,' % Adidas Sperry Boat
S /“,._ Superstars Shoes $98 |
(/4 $80 n

Customer Obsession. (SR
start with the customer and
work backwards. They work
vigorously to earn and keep
customer trust. Although leaders
pay attention to competitors,
they obsess over customers.
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