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How to Calculate P(sentence)

P(B|A)P(A)

* Bayes’ theorem: P(B)
* P(A|B): the probability of event A occurring given that B is true.
* P(B|A): the probability of event B occurring given that A is true.

* P(A) and P(B): probabilities of observing A and B respectively without any
given conditions.

* Chainrule: P(AnNB)=P(B|A)P(A)
* TU Darmstadt’s graduation rate 50% (not real number).

* Acceptance rate: 50% (also not real number).
* Frank’s probability of graduating:

P(A|B) =

P(GNA) = P(G|A)P(A) = 0.5 x 0.5 = 0.25 = 25%



How to Calculate P(sentence)

* For a neural language model.:

* Output: logits of every token in the vocab -
prob. of every token in vocab.

Y6 = P(x7|a long time ago in a)
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How to Calculate P(sentence)

* For a neural language model.:
* Qutput: logits of every token in the vocab -
prob. of every token in vocab.
* What does each probability stand for?

* OK, isthe model doing at that point?

* What does it have access to?
W1, W2, W3, ... Wi-1

* What does it output?
* The next token: Wi

P(£C¢|CI31, e ,xi—l) — P(fl?i\a?l:i—ﬂ



How to Calculate P(sentence)
* Apply chain rule:

P(ﬂfla-- SL“T 5131 HP (L‘Z|:L'1,L 1) P(w2|w0:1)  P(w4|w0:3)
P(w1|wO0) P(w3|w0:2) P(w5|w0:4)

* Hmmm what should we do with x,?

* Solution: sentences always start T‘W
with <BOS>.

* Pxy) =1 T
P(.flfl, < waT) — H P(Ii|$1;i_1)
1=1

* In practice: log P(z1,...,x1) = Zlog P(xi|z1.4-1)
i=1



Transformers: Is Attention All We Need?

* Last lecture, we learned that attention dramatically improves the
performance of recurrent neural networks.

* Today, we will take this one step further and ask Is Attention All We
Need? ‘

* Spoiler: Not Quite! Attention Is All You Need
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Great Results with Transformers: SuperGLUE

* SuperGLUE is a suite of challenging NLP tasks, including QA,
WSD, coreference resolution, and NLI.

Rank Mame Model URL Score BoolQ CB COPA MultiRC ReCoRD RTE WIC WsSC AX-b AX-g

1 JDExplore d-team Vega v2 P’r 91.3 905 9B.6/992 994 55224 54.4/939 960 T4 98.6 -0.4 100.0/50.0

+ 2 Liam Fedus ST-McE-32B E 91.2 924 969980 992 59.6%65.8 05.1/944 935 7.7 96.6 723 06.1/94.1
3 Microsoft Alexander v-team  Turing NLR v5 ,_"1! 209 920 959/97.6 982 BB.4/63.0 964/959 841 771 97.3 67.8 B3.3/95.5

4 ERMIE Team - Baidu ERNIE 3.0 :_"’I’ 0.6 910 9B.6/99.2 974 BBEMG32 B47/842 B2E6 T74 87.3 G686 927947

5 YiTay PalLM 5408 _""u’ a0.4 81,9 84.4/96.0 99.0 BB.7/63.6 B4.2/93.3 841 774 B85.9 728 8554904

+ 6 Zirui Wang T5 + UDG, Single Modeal (Google Brain) _""l. 20.4 91.4 95.8/97.6 898.0 88.3/63.0 B4.2/93.5 83.0 7r.g B96.5 681 B2.7891.9

20.3 90.4 957976 98.4 B8.2/83.7 B94.5/941 832 775 895.9 66.7 93.3/038

+ 7 DeBERTa Team - Microsoft — DeBERTa / TuringMLAv4

8 SuperGLUE Human Baselines SuperGLUE Human Baselines B9.B B9.0 95849849 1000 &81.851.9 91.781.3 93.6 BOO  100.0 76.8 993897

+ 9 T5Team - Google TS 83.3 891.2 93.9/96.8 94.8 88.1/63.3 941934 92.5 76.9 83.8 6568 92.7/91.9

10 SPoT Team - Google Frozen T5 1.1 + SPoT 89.2 91.1 95.8/487.6 95.6 87.9/61.9 93.3/92.4 929 75.8 93.8 66.9 B3.1/826



https://super.gluebenchmark.com/
https://super.gluebenchmark.com/

Great Results with Transformers:

Rise of Large Language Models!

* Today, Transformer-based models dominate LMSYS Chatbot
Arena Leaderboard!

Rank* (UB) Model Arena Score 95% CI Votes Organization License Knowledge Cutoff
1 ol preview 1339 +6/-7 9169 OpenAT Proprietary 2023/10
1 ChatGPT-40-latest. (2024-09-03). 1337 +4/-4 16685 OpenAl Proprietary 2023/10
3 ol-mini 1314 +6/-5 9136 OpenAl Proprietary 2023/10
4 Geminizl.h-Pro-Exp-0827 1299 +4/-3 31928 Google Proprietary 2023/11
4 Grok-2-08-13 1293 +4/-3 27731 XxAT Proprietary 2024/3
6 GPT-40-2024-00:13 1285 +3/-3 93428 OpenAl Proprietary 2023/10
7 GPT-40-mini-2024-07-18 1272 +3/-3 33166 OpenAI Proprietary 2023/10
7 Claude 3.5 Sonnet 1269 +3/-3 67165 Anthropic Proprietary 26024/4
7 Geminizl.h-FlashzExp 0827 1269 +3/-4 25027 Google Proprietary 2023/11
7 Grok-2-Mini-08-13 1268 +4/-4 24956 xAI Proprietary 2024/3
7 Gemini Advanced App. . (2024-05-14) 1266 +3/-3 52218 Google Proprietary Online
7 Meta-llama-3.1-4056b-Instruct-hTfle 1266 +6/-7 8787 Meta Llama 3.1 Community 2023/12
7 Meta-Llama-3.1-405h-Instruct-fp8 1266 +4/-4 33654 Meta Llama 3.1 Community 2023/12

Chiang et al. (2024). Chatbot Arena: An Open Platform for Evaluating LLMs by Human
Preference. https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard 8



https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

Even Easier!

* If you think fine-tuning BERT is too hard.

* Prompt ChatGPT and profit!

import torch
from datasets import load_dataset
from transformers import AutoTokenizer, AutoModelForSequenceClassification, TrainingArguments, Trainer

if __name__ == '__main__':

dataset = load_dataset("yelp_review_ full")
tokenizer = AutoTokenizer.from_pretrained("bert-base-cased")

def tokenize_function(examples):
return tokenizer(examples["text"], padding="max_length", truncation=True)

tokenized_datasets = dataset.map(tokenize_function, batched=True)
model = AutoModelForSequenceClassification.from_pretrained("bert-base-cased", num_labels=5)

def acc(eval_pred):
logits, labels = eval_pred
predictions = torch.argmax(logits, dim=-1)
return (predictions == labels).sum().item() / len(labels)

training_args = TrainingArguments(output_dir="test_trainer", report_to=None)

trainer = Trainer(
model=model,
args=training_args,
train_dataset=tokenized_datasets["train"],
eval_dataset=tokenized_datasets["test"],
compute_metrics=acc,

)

trainer.train()

Joaquin Phoenix’'s eponymous Joker takes the stand in a
sequel that dances around while the story remains still,
although Lady Gaga's wildcard energy gives Folie a Deux
some verve.

Is this movie reivew a positive one, negative one, or a
neutral one?

This movie review seems to lean towards a neutral to slightly negative tone. While

the reviewer appreciates Lady Gaga's performance and "wildcard energy,” giving

some "verve” to the film, they criticize the story for being static, saying it "remains
still.” The use of phrases like "dances around while the story remains still” implies
that the film might be visually or tonally interesting, but lacks narrative

progression, which suggests a lukewarm reception.

@O P S



Transformers Even Show Promise QOutside of NLP

Theinternational journalof science /26 August 2021

Protein Folding
Jumper et al. (2021). aka AlphaFold2!

Ours-JFT Ours-JFT Ours-121k BiT-L Modsy Student

(VIT-H14)  (ViT-LA16)  (ViT-L/16)  (ResMNet]52x4)  (EfficieniMNet-L2)
ImageNet B8.66+004 87 TGxona ELMzom BT z0m 88.4/88.5°
ImageMet Real. B.TZ+00n  $H.54+oon  BRG2 oo .54 .55
CIFAR- 1D 0060006 9042+00a 015z0m  0ITiom -

CIFAR- 100 D465+004 W300+00s 0325:0ms DA51l:oms -
Onford-1IT Pets OT.B64000 97324001 BWETLoa:  W62iom

Oxford Flowers-102  #.68z0m  89.7d:0m #W6lzom HElzom -
VTAB (19 tasks) TT.68+003 TH2B+ous TLT2zom T6.20+ 1.7 -

TPUv3-core-days 2.5k 068k 023k 0.0k 12.3k

Image Classification
Dosovitskiy et al. (2020): Vision Transformer
(ViT) outperforms ResNet-based baselines

with substantially less compute.
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Zhou et al. (2020): A Transformer-based
compiler model (GO-one) speeds up a
Transformer model!

Error (Forecast - Truth) 3

Figure 10: 1-day lead time

Climate Research

Nguyen et al. Scaling Transformers for
Skillful and Reliable Medium-range
Weather Forecasting. ICLR 2024.
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Scaling Laws: Are Transformers All We Need?

* With Transformers, language modeling performance improves smoothly as
we increase model size, training data, and compute resources in tandem.

* This power-law relationship has been observed over multiple orders of
magnitude with no sign of slowing!

* |f we keep scaling up these models (with no change to the architecture),
could they eventually match or exceed human-level performance?
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Kaplan et al. (2020) Scaling Laws for Neural Language Models
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Metric: BLOOM (QA) accuracy
on rare instances from Natural
Questions (<100 relevant docs).

06 —————————————————————————— P -

0.5 /,
7/
/7
7/
//

0.4 ,/
o /
@ /7
0 il
o 0.3

/
< ’
/
12 ’,
GPT‘4. 1 O 0.2 4 == == Human Accuracy w/ Context

/7
\/ == == Strong Supervised Model

/

7/

ol

’ = = Linear Fit (R2 = 0.98
0.1 7

1010 1012 1014 1016 1018 1020
Number of Parameters

Human brain:
10'9~10'" neurons

Kandpal et al. (2023) Large Language Models Struggle to Learn Long-Tail Knowledge
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Three types of architectures

 Gets bidirectional context — can condition on future!
Encoders  « Good word embeddings.
« MLM, BERT.

* Next word prediction.
L2227 Decoders  * Easy to train. Abundant amount of data.

* Nice to generate from; can’t condition on future
words.

Z ] Encoder- * Good parts of decoders and encoders?
>3 Decoders ° What’s the best way to pretrain them?

13



Pretraining encoder-decoders:
What pretraining objective to use?

Targets

* What Raffel et al. (2018) found to work best <X> for inviting <V~ last <7~
was span corruption. Their model: T5.

* Replace different-length spans from the input
with unique placeholders; decode out the
spans that were removed!

Original text

Thank you fef inviting me to your party ]a)st week.

* Thisis implemented in text preprocessing: it’'s
still an objective that looks like langniage
modeling at the decoder side.

Thank you <X> me to your party <Y> week.

14



Pretraining encoder-decoders:
What pretraining objective to use?

* Raffel et al., (2018) found encoder-decoders to work better than decoders for their tasks, and
span corruption (denoising) to work better than language modeling.

Architecture Objective Params Cost GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo
% Encoder-decoder  Denoising 2P M 83.28 19.24 80.88 71.36 26.98 39.82 27.65
Enc-dec, shared Denoising M 82.81 18.78 80.63 70.73 26.72 39.03 27.46
Enc-dec, 6 layers Denoising 4 M/2  80.88 18.97 77.59 68.42 26.38 38.40 26.95
Language model  Denoising P M 74.70 17.93 61.14 55.02 25.09 35.28 25.86
Prefix LM Denoising ! 2 M 81.82 18.61 78.94 68.11 26.43 3798 27.39
Encoder-decoder LM 2P M 79.56 18.59 76.02 64.29 26.27 39.17 26.86
Enc-dec, shared LM P M 79.60 18.13 76.35 63.50 26.62 39.17 27.05
Enc-dec, 6 layers LM ! M/2  T78.67 18.26 75.32 64.06 26.13 38.42 26.89
Language model LM ! o M 73.78 17.54 03.81 56.51 25.23 34.31 25.38
Prefix LM LM M 79.68 17.84 76.87 64.86 26.28 37.51 26.76

15



One surprising finding

[ "translate English to German: That is good." }—{ I 5]—{ "Das ist gut."]

16



One surprising finding

"cola sentence: The " "
.. : " not acceptable
course is jumping well.

17



One surprising finding

"stsb sentencel: The rhino grazed

on the grass. sentence2: A rhino
is grazing in a field.” J

T5)C2

18



A fascinating property of T5:

One SU rpriSing flndlng * [t can be finetuned to answer a wide

range of questions, retrieving
knowledge from its parameters.

[ "translate English to German: That is good."

* With natural language!

"cola sentence: The
course is jumping well.”

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

/

.

"summarize: state authorities

N

dispatched emergency crews tuesday to

survey the damage after an onslaught
of severe weather in mississippi.."

"Das ist gut."]

"not acceptable"]

15

"six people hospitalized after
a storm in attala county.”

J

19



One surprising finding

[ "translate English to German: That is good."

"cola sentence: The
course is jumping well.”

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

/

.

"summarize: state authorities

N

dispatched emergency crews tuesday to

survey the damage after an onslaught
of severe weather in mississippi.."

Text-to-Text
Transfer
Transformer

"Das ist gut."]

"not acceptable"]

J

"six people hospitalized after
a storm in attala county.”

20



Bad at Classifications!

* GPT-2’s approach

©/®
Linear A, b

* Finetune it’s “word embeddings” hy,..,
* hidden = self.h2h(hidden)
Method MNLI-m MNLI-mm SNLI SciTail QNLI RTE
ESIM + ELMo [44] (5x) = = 89.3
CAFE [58] (5x) 80.2 79.0 89.3
Stochastic Answer Network [35] (3x) 80.6 80.1 -
CAFE [58] 78.7 77.9 88.5 833
GenSen [64] 71.4 71.3 823 592
Multi-task BiLSTM + Attn [64] 722 72.1 2 z 82.1 617
Finetuned Transformer LM (ours) 82.1 81.4 899 883 881 56.0 wl P EEED WT
* Blown away by BERT!
System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE  Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 8§2.3 93.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 733 84.9 56.8 71.0
OpenAl GPT 82.1/81.4 70.3 87.4 91.3 45.4 80.0 82.3 56.0 75.1
BERTgAsE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6
BERT | ArGE 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1

21



The Progression of Transformer Models

Decoder Encoder

Encoder-Decoder



The Progression of Transformer Models

Decoder Encoder

Encoder-Decoder

—J

Now —-since GPT3!



GPT-2: Good at Generation

Q: How worried do you think we humans should be that machines will take
our jobs?

A: It depends what role machine intelligence will play. Machine intelligence in
some cases will be useful for solving problems, such as translation. But in other

cases, such as in finance or medicine, it will replace people.

Q: Do fake news stories, generated using Al, pose a threat to democracy? Are
we likely to see this tactic being used in the 2020 American presidential
elections?

A: Yes, we'll probably see them. It’s just a matter of when. Fake news stories are
generally generated by political campaigns, and have the potential to have a huge

impact on the outcome of an election. This is because they spread misinformation,

often with no basis in fact.

How | (sort of) interviewed an artificial intelligence. The Economist. Dec 2019.
https://medium.economist.com/how-i-sort-of-interviewed-an-artificial-intelligence-2a9c069a1680



https://medium.economist.com/how-i-sort-of-interviewed-an-artificial-intelligence-2a9c069a1680
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GPT-3:

New and improved

No More Finetuning! embedding model

We are excited to announce a new embedding model which is
significantly more capable, cost effective, and simpler to use.

OpenAl GPT-3 Text Embeddings -
Really a new state-of-the-art in
dense text embeddings?

Q Mils Reimers - Follow

12minread - Jan 28, 2022

OpenAl GPT-3 Text Embeddings - Really a new
state-of-the-art in dense text embeddings? link

Summary

While I was excited about OpenAl’'s new release, the results were not what I
expected: The new model, text-embedding-ada-002 , replaces five separate models for text search,

text similarity, and code search, and outperforms our previous most capable model,
« The OpenAl text similarity models Davinci, at most tasks, while being priced 92.8% lower.

(all-mpnet-base-v2 / all-roberta-large-vl). In fact, they

perform such as the Universal Sentence

Encoder. They are also 6 points weaker than extremely small models with

just 22M parameters that can run in your Browser. 25


https://medium.com/@nils_reimers/openai-gpt-3-text-embeddings-really-a-new-state-of-the-art-in-dense-text-embeddings-6571fe3ec9d9

G PT_ 3 ¢ New and i.}nproved
d embedding model

ited to announce a new embedding model which is
ible, cost effective, and simpler to use.

No More Finetuning!

e Encoder models

e Better than decoder models
at every aspect

* ...exceptin generation

OpenAl GPT-3 Text Embeddings - Really anew  OpenAl GPT-3 Text Embeddings -
state-of-the-art in dense text embeddings? link Really a new state-of-the-art in

* When humans solve problems: dense text embeddings?
* See a small number of demonstrations and

L] L]
d eSC rI ptl O n S [ "translate English to German: That is good."
. . . . “cola sentence: The
* These demonstrations and descriptions are
nstration N Fiption rein
"stsb sentencel: The rhino graze
n atu ra a n u a e on the grass. sentence2: A rhino
is grazing in a field."
. "summarize: state authorities 'six people hospitalized after
[ ) ' dispatched emergency crews tuesday to a storm in attala county.
° survey the damage after an onslaught
of severe weather in mississippi.."

26


https://medium.com/@nils_reimers/openai-gpt-3-text-embeddings-really-a-new-state-of-the-art-in-dense-text-embeddings-6571fe3ec9d9

GPT-3’s Response: No More Finetuning!

* Double down on scaling model size.
* Before GPT-3, the largest T5 model had 11 billion parameters.
* GPT-3 has 175 billion parameters.

* Stop building classifiers!
* |n context learning
* Post training with:
* |[nstruction fine-tuning

* (We will talk about these later)

27



GPT-3’s Response: No More Finetuning!

* Double down on scaling model size.
* Before GPT-3, the largest T5 model had 11 billion parameters.
* GPT-3 has 175 billion parameters.

* Stop building classifiers!
* |[n context learning
* Post training with:
* |[nstruction fine-tuning

28



Why scale? Scaling laws

6 N L=(D/5.4-10%)~%%% | 5.6 “\ L= (N/8.8+10%)~007¢
3.9
r) 48 N
7 -
8 3.6 4.0
- 4
§ 3.3 3.2
3
3.0
2.4
L= (Cmin/2.3+10%)0930
2 - = = - 2.7 v v v - -
0" 100" 10 10 10 10° 10% 107 10° 107 10"

Compute Dataset Size Parameters

)
Hr-Qay

* Empirical observation: scaling up models leads to reliable gains in perplexity
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Scaling can help identify model size
data tradeoff36

1
10
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4
v qQ
@ 10 o
= )
c [}
o 8
s 3 10° §
° ©
=3 (o
> 4
10
2 6
10
L=2.57.C-0.048
15 O 4 2 2 4 10H
10 10 10 10 10 10

Compute (PetaFLOP/s-days)

* Modern observation: reality -- train a big model that’s not fully converged.
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Scaling laws for many other interesting
architecture decisions

[I=N

Test Loss

w

5 —— Depth-10 RHNs, SGD
Test Loss 5.4 iz A —— Depth-10 RHNs, Adam
- G 3 ~-~- Depth-10 RHNs, SGD Trend
48 = 1471 y --- Depth-10 RHNs, Adam Trend
T % p s, Adam Tren
v -
4.2 §‘ 1.36 -
prt
8 1.26 1
3.6 =
—e— 1 Layer ' 1 Layer S 1.17
5 1.
—e— 2 Layers ™ A 2 Layers 3
y b 3.0 Transformers — 4 Layers £ 5084
—e— 3 Layers \ = L
- =)
6 Layers € 1.001
- p =
> 6 Layers : s :
T : v . . 0.93 - - ~
— : ; — T . T 105 106 107 108 109 gm) =525m Y
103 104 10° 106 107 108 10° " T
: Parameters (non-embedding) 0.86 - : ; ; : :
Parameters (non-embedding) 219 271 223 255 297

Training Data Set Size, Number of Chars (Log-scale)

* Predictable scaling helps us make intelligent decisions about architectures
etc.
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Scaling Efficiency:
how do we best use our compute

* GPT-3 was 175B parameters and trained on 300B tokens of text.

* Roughly, the cost of training a large transformer scales as
parameters*tokens

* Did OpenAl strike the right parameter-token data to get the best model?
NO! Model

Size (# Parameters) Training Tokens

LaMDA (Thoppilan et al., 2022)
GPT-3 (Brown et al., 2020)
Jurassic (Lieber et al., 2021)
Gopher (Rae et al., 2021)

MT-NLG 530B (Smith et al., 2022)

137 Billion
175 Billion
178 Billion
280 Billion
530 Billion

168 Billion
300 Billion
300 Billion
300 Billion
270 Billion

Chinchilla

70 Billion

1.4 Trillion

o

This 70B parameter model is better than the much larger other models!
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GPT-3’s Response: No More Finetuning!

* Double down on scaling model size.
* Before GPT-3, the largest T5 model had 11 billion parameters.
* GPT-3 has 175 billion parameters.

* Stop building classifiers!
* |n context learning
* Post training with:
* |[nstruction fine-tuning
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In-context Learning (ICL): A New Paradigm

e [f we don’t do classification, what should we do instead?
* In-context learning:

Learning via SGD during unsupervised pre-training ;

5+ 8 =13
7+2=9
1T+ 8 =1
3+4=7
5+ 9 =14
9 +8 =17

sequence #1

Bujuies| 1xa)u02-u|

gaot => goat

sakne => snake

brid => bird

fsih => fish

dcuk => duck

cmihp => chimp

sequence #2

Buiuses) 1xaju09-u|

thanks => merci

hello => bonjour

mint => menthe

wall => mur

otter => loutre

bread => pain

sequence #3

Bujutes| }xajuod-uj
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Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description
cheese => prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French:
sea otter => loutre de mer exampl

cheese => prompt

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French:
sea otter => loutre de mer
peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prompt

GPT-3: In context learning +

... prompting

The notion of “prompting” begins to
emerge ...

Neural network so far: classifier

GPT-3: Work with the model with natural
language to guide it to a solution.

(more next lecture)
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What can we learn from reconstructing the input?

TU Darmstadt is located in , Germany.
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What can we learn from reconstructing the input?

| put __ fork down on the table.
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What can we learn from reconstructing the input?

| put __ fork down on the table.
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What can we learn from reconstructing the input?

The woman walked across the street,
checking for traffic over ____ shoulder.
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What can we learn from reconstructing the input?

| went to the ocean to see the fish, turtles, seals, and
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What can we learn from reconstructing the input?

Overall, the value | got from the two hours watching
It was the sum total of the popcorn and the drink.
The moviewas ___.
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What can we learn from reconstructing the input?

Iroh went into the kitchen to make some tea.
Standing next to Iroh, Zuko pondered his destiny.
Zuko left the

42



What can we learn from reconstructing the input?

| was thinking about the sequence that goes
1,1,2,3,5, 8,13, 21,
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What can we learn from reconstructing the input?

Canadian singer Avri
release of her de

. Lavighe died in 2003, shortly after the
out album, Let Go (2002), and was

replaced by a bod

y double named Melissa Vandella.
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What kinds of things does pretraining teach?

* There’s increasing evidence that pretrained models learn a wide variety
of things about the statistical properties of language.

TU Darmstadt is located in , Germany. [Trivia, Facts]
| put __ fork down on the table. [syntax]

The woman walked across the street, checking for traffic over ___ shoulder.
[coreference/anaphora]

| went to the ocean to see the fish, turtles, seals, and . [lexical
semantics/topic]

Overall, the value | got from the two hours watching it was the sum total of the
popcorn and the drink. The movie was ___. [sentiment]

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko
pondered his destiny. Zuko left the . [some reasoning —this is harder]

| was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, [some
basic arithmetic; they don’t learn the Fibonacci sequence]

* Models also learn —and can exacerbate racism, sexism, all manner of
bad biases.
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Sometimes it also memorizes copyrighted material

Al Art Generators Spark Multiple Copyright
Lawsuits

Getty and a trio of artists sued Al art generators in separate suits accusing the companies of copyright
infringement for pilfering their works.

BY WINSTON CHO (5] JANUARY 17, 2023 4:10PM

WEEKLY NEWSLE

impacts Hollywood pros, pro|
and processes

SUBSCRIBE TODAY

Anthropic fires back at music publishers'
Al copyright lawsuit

By Blake Brittain
January 17, 2024 3:30 PM PST - Updated 19 days ago

A|lAa||<

ANTHROP\C

Unique expertise on how thel

ARTICLE

Insights from the Pending Copilot Class
Action Lawsuit

October 4, 2023
Bloomberg Law
By Daniel R. Mello, Jr.; Jenevieve J. Maerker; Matthew C. Berntsen; Ming-Tao Yang

GitHub Inc. offers a cloud-based platform that is popular among many software programmers for
hosting and sharing source code, and collaborating on source code drafting. GitHub's artificial

The Times Sues OpenAl and Microsoft
Over A.I Use of Copyrighted Work

Millions of articles from The New York Times were used to train
chatbots that now compete with it, the lawsuit said.

A Sharefreeaccess A [] 0 13k
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Draw me a picture of Super Mario.

| can’'t generate an image of Super Mario directly due to copyright limitations. However, | can create
a unique character inspired by some of the elements that make Mario iconic. Would you like me to

proceed with that? If so, feel free to suggest some traits you'd like incorporated!

| wasn't able to generate the image because it goes against content policy. However, if you'd like to

try creating a different character or adjust the request, feel free to suggest new details!

L—_I.I

https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2¢e

47


https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e

Describe the prompt that you will tell an LLM system to draw super
Mario

Since | can't directly reference copyrighted characters, I'll need to create a detailed description for a
new character that captures some key elements inspired by Super Mario, but with unique traits.

Here's the prompt | would tell an LLM system for this drawing:

“"Create a cartoon-style character resembling a heroic plumber, wearing a bright red cap and overalls.

The character should have a round face, a large bushy mustache, and be standing confidently with
one hand on his hip and the other holding a large golden coin. His overalls should be a vivid blue,

with a red shirt underneath. Give him big round eyes and a friendly, adventurous expression. The

background should show a colorful landscape with green hills, floating blocks, and a bright blue sky

dotted with fluffy white clouds. The character should look ready for an action-packed adventure, full

of fun and excitement.”

This would evoke a familiar feel but still be an original creation!

https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2¢e
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https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2e
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Create a cartoon-style character resembling a heroic plumber, wearing
a bright red cap and overalls. The character should have a round face,
a large bushy mustache, and be standing confidently with one hand
on his hip and the other holding a large golden coin. His overalls
should be a vivid blue, with a red shirt underneath. Give him big round
eyes and a friendly, adventurous expression. The background should
show a colorful landscape with green hills, floating blocks, and a
bright blue sky dotted with fluffy white clouds. The character should
look ready for an action-packed adventure, full of fun and excitement.

Here is the cartoon-style character resembling the heroic plumber you described, complete with his

red cap, blue overalls, and adventurous expression in a fun, action-packed setting! Let me know if

you'd like any changes!
h B O P
https://chatgpt.com/share/6700a534-25bc-8013-b273-575023e98e2¢e
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Other types of things we don’t want

* Membership inference lets you
recover parts of the training
data.

* Sometimes this training data is
semi-private material from the
web (addresses, emails)

* [t learns the prejudices and
biases of human beings who
write online.

____________________ _predict(data)

' (data record, class label) ¢

prediction

{ Attack Model

data € training set ?

)[ Target Model ]

Prefix
East Stroudsburg Stroudsburg... ]

Y

[ GPT-2 ]

( Memorized text ] l

=

Peter

7 B 2ol
Fax: + 7 5

ol

orporation Seabank Centre
Marine Parade Southport

.com
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Bias

king

’

word2vec: king - man + woman = queen

51



Bias

king .

word2vec: king - man + woman = queen

programmer - man + woman = homemaker
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Man is to Computer Programmer as Woman is to
Homemaker? Debiasing Word Embeddings

Tolga Bolukbasi', Kai-Wei Chang?, James Zou?, Venkatesh Saligrama'>, Adam Kalai’
'Boston University, 8 Saint Mary’s Street, Boston, MA
?Microsoft Research New England, 1 Memoral Drive, Cambndge, MA
tolgab@bu.edu, kw @kwchang.net, jamesyzou@ gmail.com, srv@bu.edu, adam.kalai @microsoft.com

Abstract

The blind application of machine learning runs the risk of amplifying biases present
in data. Such a danger is facing us with word embedding, a popular framework to
represent text data as vectors which has been used in many machine learning and
natural language processing tasks. We show that even word embeddings trained on

(nnole Newe articles ey hihit female/male oender cterentvnes tn a dictirhine sytent

Extreme she Extreme he

1. homemaker 1. maestro

2. nurse 2. skipper

3. receptionist 3. protege

4. librarian 4. philosopher
5. socialite 5. captain

6. hairdresser 6. architect

7. nanny 7. financier

8. bookkeeper 8. warrior

9. stylist 9. broadcaster
10. housekeeper 10. magician

Gender stereotype she-he analogies

sewing-carpentry registered nurse-physician housewife-shopkeeper
nurse-surgeon interior designer-architect softball-baseball
blond-burly feminism-conservatism cosmetics-pharmaceuticals
giggle-chuckle  vocalist-guitarist petite-lanky

sassy-snappy diva-superstar charming-affable
volleyball-football cupcakes-pizzas lovely-brilliant

Gender appropriate she-he analogies
queen-king sister-brother mother-father
waitress-waiter ~ ovarian cancer-prostate cancer convent-monastery
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“Game Over for Scaling Laws”

I GRS T AR R S
AL L & b

You know what's crazy? That all of this is real.
Meaning what?

https://www.youtube.com/watch?v=aR20FWCCjAs



https://www.youtube.com/watch?v=aR20FWCCjAs

S0, what’s next?



Test-time

AT T Scalingd NSRS
f_";.f;': A Post-training ___ :
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